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Abstract 

This paper presents a method of apply­
ing rewriting rules to the recognition of 
patterns, structure of which are sequentially 
connected and can be expressed as symbol 
strings. Rewriting rules, which play the part 
of a recognizer, are formulated in a hierarchi­
cal structure. Rule 1 normalizes the length of 
string and extracts properties, rule 2 trans­
forms the deformed string in a context de­
pendent way and rule 3 determines the category. 
A procedure for producing rules from given 
sample patterns based on the similarity between 
the symbols and a procedure for modifying the 
rules when input patterns are added are de­
scribed. Experimental results of the recog­
nition of Japanese spoken digits to illustrate 
the method are exhibited. 

Introduction 

Many efforts have been made to recog­
nize complicated patterns such as connected 
speech, handwritten characters and image 
figures by the use of a machine. When abili­
ties are compared, however, a machine is not 
up to a human being in recognizing patterns. 

In most cases, patterns are recognized 
by the following method. The predetermined 
characteristic values of a given input pattern 
are calculated, and with a combination of the 
results, the output is given to one of the pre-
established categories. However, as pointed 
out by Evans(1), it is difficult to improve the 
degradation in the performance with such a 
simple method when patterns are complicated, 
because patterns are recognized at one level. 
Moreover, it is necessary to obtain more in­
formation about pattern structure in a form 
better suited for further processing. In order 
to overcome such difficulties, the approach 
taken is directed to a hierarchical description 
of the structure of patterns in terms of sub-
patterns, their properties and the relations 
among them. Using this method, most of the 
initially designed recognizing machines can be 
utilized simply by analyzing the subpatterns 
deeply as required when the pattern is com­
plicated. In addition, advanced pattern pro­

cessing can be made easily by the use of a 
computer because an input pattern can be 
transformed to a symbol string and expressed 
in a form so that the machine can handle them. 

As a simple form to use the syntax 
structure of patterns, sequential logic has been 
adopted to recognize spoken digits or hand­
written characters and fairly good results have 
been attained. (2),(3) 

As indicated by Alter (4) 
and Fu(5), it is necessary to utilize contextual 
constraints and a knowledge of language struc-
sure to raise the recognition rate of continuous 
speech. As for the picture recognition, the 
idea of analyzing the structure of patterns is 
described initially in Minsky's "articular" 
description, (6) and many efforts have been 
made to research grammars and procedures 
for analysis suited to describe 
pictures. 

(7),(8).(9) 
However these have not 

led to a general theory especially in the stage to 
formulate grammars, although a few particular 
cases have been treated in some detail. The 
attempt to construct the general formalism 
intended to use in linguistic pattern analysis 
were outlined by Grenander(10) , 

This paper describes procedures for 
formulating rewriting rules for the recogni­
tion of patterns whose structure is one dimen­
sional such as speech patterns, from symbol 
strings of sample patterns, based on the 
similarity between the symbols. A procedure 
for modifying the rules, when input patterns 
other than those used for the sample patterns 
are added, is also described. ( 11), (12) The 
above methoi was actually examined for the 
recognition of Japanese spoken digits, and this 
paper introduces the results. 

Scheme of Pattern Recognition 
The scheme of the pattern recognition 

which we deal with in this paper is shown in 
Fig. 1. An input pattern observed by obser­
vation measurements is segmented into sub-
patterns whose unit is properly determined. 
The subpattern is expressed by a vector in the 
measurement space. An input pattern can be 
expressed as a sequence of subpatterns. The 
subpattern is classified into one of predeter-
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mined classes of subpatterns, which are called 
fundamental constituents. By the use of sym­
bols named to each fundamental constituent, the 
sequence of subpatterns is expressed as a 
string of symbols. 

A symbol string of the pattern can be 
regarded as being generated by a set of the re­
writing rules. That is, a set of symbol strings 
of patterns is regarded as a phrase structure 
language. In the language theory, it is shown 
that various classes of phrase structure 
languages are derived from a finite number of 
alphabet of symbols and rules, imposing re­
strictions on grammars, although they are not 
adequate for formulation of a full grammar for 
a natural language (13). In this paper, the dis­
cussions arc limited to the recognition of 
patterns such as limited spoken words, which 
are observed physically in the measurement 
space, therefore it can be assumed that the 
language is non- self-embedding and it is a 
finite state language. The content of a phrase 
in this case is a unit of a phonological forms 
which is sustained by the constrictions of the 
movements of human organs in making voice. 
These constrictions are expressed as rules. 

A symbol string of the pattern is parsed 
by matching a sequence of a partial string by 
the use of rewriting rules. As a result of the 
parsing, a decision is made as to which cate­
gory an input pattern belongs. For example, a 
speech pattern can be expressed as a sequence 
of frequency patterns observed at a certain 
interval. The frequency spectrum pattern is 
classified in accordance with the properties. 
The symbol may correspond to the name of 
phoneme. 

In deriving the rewriting rules from the 
collection of sample patterns, the similarity 
between the symbols is considered to deter­
mine a group of symbols with common proper­
ties. The similarity between two subpatterns, 
X1, X2 is a scalar which represents a degree 
of likeness calculated in their measurement 
space. We denote it by d ( X1, X2). 

The similarity between two symbols S1 , 
S2 is defined by d (S1 , S2) ≡ d ( Xs l , Xs2) , 
where X sl and Xs2 are vectors representing 
the classes (standard patterns) corresponding 
to S1 and S2 respectively. 

We call a symbol attached to the funda­
mental constituent of a pattern a primitive 
symbol. 
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An intermediate symbol is named to a 
string of primitive symbols which share 
common properties and are considered to be a 
unit. 

A symbol to express the category is 
called a category symbol. 

We denote by S, Q, and P, respectively, 
primitive symbols, intermediate symbols and 
category symbols. 

The structure of the rewriting rules ior 
the pattern recognition is formulated in a 
hierarchical structure. The hierarchical 
structure is effective in reducing the number of 
rules and in shortening the time required to 
refer to the rules. Depth of the hierarchy 
differs depending upon the complexity of the 
pattern. In this paper, we proceed with our 
discussion based on a model of three levels. 

The application of the rules in the 
recognition of a symbol string is illustrated in 
Fig. 2. A primitive symbol string is trans­
formed to an intermediate symbol string by 
rules of the 1st kind from left to right; the 
intermediate symbol string is transformed to 
another intermediate symbol string by rules of 
the 2nd kind from left to right; and, finally, the 
category is determined by rules of the 3rd kind. 

The rule of the 1st kind (rule 1) deals 
with the extraction of properties from a primi­
tive symbol string and the normalization of the 
length of a partial string, which, for example, 
is required for the recognition of speech spoken 
at different speeds. 

The rule of the Znd kind (rule Z) trans­
forms a partial string of intermediate symbols 
to another partial string. It deals with the 
normalization of the deformed patterns caused 
by various ways of production or the removal of 
the noise or the elimination of influences from 
neighboring subpattern It is expressed in a 
context dependent form 

The rule of the 3rd kind (rule 3) deter­
mines the category from a string of inter­
mediate symbols. 

The rewriting rules can be formed in 
two structures; 

(1) Structure in which rules for each 
category are separated, 

(2) Structure in which rules for cate­
gories are combined. 

In the separated structure, preparation and 
modification of the rules are easier although 
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the number of rules increases, since rules are 
independent in the individual categories. In the 
combined structure, the number of rules can be 
reduced because rules existed together in two or 
more categories can be merged. 

Procedure to Formulate Rewrit­
ing rules 

The following procedure is described to 
formulate the rewri t ing rules by analyzing the 
structure of strings of given sample patterns. 

An outline of the procedure for formulat­
ing the rules is described as fol lows: f i rs t the 
ordering relations among pr imi t ive symbols and 
intermediate symbols are examined, then a 
standard sequence for each category is der ived, 
and then relations between part ia l strings are 
expressed in the fo rm of ru les. 

Before describing the procedure, we 
w i l l explain several terms used in i t . 

Stable symbol: A pr imi t ive symbol is called a 
stable symbol if it succeeds consecutively in 
more than a certain length (K s ) . It corresponds 
to a stable portion in the pattern which w i l l 
hardly be influenced with a noise. 

Key symbol: A pr imi t ive symbol is called a 
key symbol if it occurs more than a certain 
t imes (Kk) in the same relative relations in the 
set of samples of the same category. It co r re ­
sponds to the character ist ics which are ob­
served commonly in almost all patterns of the 
same category. The Ks and KK are determined 
with regard to the nature of the pattern. An 
example is shown in Table 1 for the case that 
Ks = 2 and K k=3. Underlined symbol means the 
stable symbol. 

Descendant: A pr imi t ive symbol is called a 
descendant of an intermediate symbol, say Q i, 
if it is t ransformed to Qi by rules of the 1st 
k ind. A set of descendants of Qi is denoted by 
D (Qi) = { Sil , S i 2 . . . . } • A descendant is 
called a main descendant if it is a key symbol 
or if it occurs most frequently among the de­
scendants of an intermediate symbol. 

Standard sequence: A sequence of intermediate 
symbols corresponding to key symbols of a 
category is called a standard sequence of the 
category. 

Ordering relat ion: An ordering relation among 
pr imi t ive symbols is an order of their occur­
rences in the set of pr imi t ive symbol strings of 
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the same category. 

Procedures to derive the rules f rom 
given sample patterns are described for two 
structures of ru les. 

Structure to separate the rules for each 
category 

Step 1: Examine the ordering relations 
among pr imi t ive symbols for each category. 

Step 2: Determine stable symbols and 
key symbols for each category. A procedure to 
decide key symbols f rom symbol strings of 
given sample patterns is described in the 
Appendix. 

Step 3: Determine intermediate 
symbols and descendants for each category so 
that each pr imi t ive symbol may become a de­
scendant of any intermediate symbol. 

F i rs t an intermediate symbol is assign­
ed to each key symbol. Next a pr imi t ive 
symbol which has not been picked up as a key 
symbol is assigned to a descendant in the 
following way. When there is a pr imi t ive 
symbol which is immediately in front of, rear 
of or in equal relation of the main descendant 
and the s imi lar i ty to the main descendant is 
more than a certain value (Kd) , such a symbol 
is put into the descendant of the intermediate 
symbol. 

When one pr imi t ive symbol is a candi­
date of more than two descendants, such a 
symbol becomes a descendant of the inter­
mediate symbol, the main descendant of which 
has the largest s im i la r i t y value to the symbol. 
Those pr imi t ive symbols which are not assign­
ed to any descendants are assigned to de­
scendants of new intermediate symbols. 

In the example shown in Table 1, inter­
mediate symbols and descendants arc deter­
mined as shown in Table 2, when 
d(S1 S 6 ) > K d , d(S1, S 4 ) > Kd , d(S3 , S 7 ) > Kd , 
d(S8, S 6 ) > Kd , d(S2, S1)< K d , d(S2 , S 0 ) < Kd , 
d(S5, S 1 ) < Kd , d(S5, S0) < Kd and 
d(S2, S5) > K d . It is to be noted that a new 
intermediate symbol Q4 is assigned to S2 , 
because d(S2 , S1) < Kd and d(S2' S0) < Kd . 
Encircled symbols indicate main descendants. 

Step 4: Fo rm rules of the 1st kind 
based on the relations of intermediate symbols 
and descendants. When the length of a part ial 
str ing to be transformed to the same inter-
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mediate symbol is not limited, rules for 
D(Qi) = { Si1, Si2 },for instance, are ex­
pressed as follows; 

Modification of rule 

Step 5: Transform a primitive symbol 
string to an intermediate symbol string by 
applying rules of the 1st kind and derive a 
standard sequence. Form rules of the 3rd kind 
to transform a standard sequence to a category 
symbol. Table 3 shows intermediate symbol 
strings and a standard sequence of sample 
patterns shown in the Table 1. 

Step 6: Form rules of the 2nd kind by 
comparing a partial string of a standard 
sequence with a partial intermediate symbol 
string of a sample pattern. When there is a 
partial string which does not coincide with that 
of a standard sequence, it is expressed in the 
rule. The rules formed to recognize sample 
patterns in the Table 1 are shown in Table 4. 

Structure to combine rules for all categories 
In the structure to combine rules for all 

categories, intermediate symbols and de­
scendants are to be merged because the rules 
are to be applied deterministically. 

After the procedure proceeds from step 
1 to step 3, intermediate symbols and de­
scendants decided separately by the individual 
categories are combined and merged as follows. 

Step 4': Form a table indicating all 
intermediate symbols and their descendants for 
individual categories. Merge and simplify the 
assignment of intermediate symbols and their 
descendants so that each primitive symbol 
becomes only one descendant. The procedure 
to merge the assignment is performed so that 
rules should be formed as simply as possible. 
But details are not presented in this paper. 

Thereafter, the process goes to step 4 
in the same way as in the case of the separated 
structure described above. After the comple­
tion of step 6, rules of the 2nd and 3rd kinds for 
all categories are combined. 

Modification and Simplification of 
Rule 

Rules are to be modified in the following 
cases: 

(i) The case that there is any sample 
pattern which is not recognized 
correctly by the rules after the 
completion of the step 6 in the 
preceding section. 

(ii) The case that, after all given 
sample patterns are ascertained 
to be recognized correctly, other 
patterns, the category names of 
which are known, are not recog­
nized correctly. 

The rules should be modified so that patterns 
recognized correctly before the modification 
should be recognized once again correctly after 
the modification. The procedure for modifying 
the rules with the knowledge of the old rules, 
the similarity between the symbols and the 
ordering relations of the symbols in each cate­
gory, is examined. The rules are modified in 
the following circumstances. Five cases where 
rules should be modified are enumerated; 

(a) The first case is that an input 
pattern is recognized as belonging to more than 
two categories; we call such a grammar am­
biguous. This case occurs when the rules are 
separated into each category. In this case 
there are at least two symbols which commonlv 
occur in at least two categories. Those 
symbols are included commonly with other 
symbols in a set of descendants of a particular 
intermediate symbol in at least one of those 
categories. 

For example, assume that two symbols, Sk and 
Sm, are included commonly in two categories 
i and j, and the following rules exist, 

where Qik and Q im are intermediate symbols in 
category i and Qik is in category j. In this case 
a symbol string, W = SkSm, is transformed to 
QikQim in the category i and transformed to 
Qjk in the category j, which causes ambiguity. 
A grammar is revised so that it becomes un­
ambiguous by adding a new intermediate symbol 
to the category where descendants are included 
commonly. In the example above, a new inter­
mediate symbol, Qjm i» added to the category 
j, and rules of the 1st kind are modified as 
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Q j m → S m ; , Q jK → SK ; . Rules of the 2nd 
kind are added in response to the change of 
rules of the 1st k ind. 

(b) In the second case, a pattern is 
rejected because pr imi t i ve symbols are not 
t ransformed to intermediate symbols by rules 
of the 1st k ind. Pr im i t i ve symbols not t rans­
formed are those which did not occur in the 
sample patterns used to construct the rules. 
The modif ication of the rules is car r ied out for 
rules of the 1st k ind. The best assignment of 
p r imi t i ve symbols to descendants is determined 
by the use of the values of the s im i la r i t y 
between those pr imi t ive symbols and 
descendants. 

(c) In the th i rd case, an input pattern 
is rejected because the intermediate symbol 
str ing is not t ransformed by any rules of the 
3rd k ind. This occurs due to the lack of rules 
of the 2nd kind to t rans form a part ial str ing of 
intermediate symbols of an input pattern to a 
standard sequence of the corresponding cate­
gory. For this problem, there are two so­
lut ions; rules of the 2nd kind are added or rules 
of the 1st kind are changed so that descendants 
of intermediate symbols are replaced. In the 
latter case, however, rules of the 2nd kind may 
also have to be modif ied in response to the 
change in rules of the 1st k ind. In either way, 
an increase in the number of the rules caused 
by the modif ication is examined, and whichever 
has less number of rules is adopted. 

(d) In the fourth case, an input pattern 
is misrecognized because a set of symbol 
str ings to be recognized as belonging to some 
category is so large that even a symbol str ing 
which is to be recognized as belonging to another 
category is included. This trouble occurs 
because there are so many descendants of some 
intermediate symbols that some str ing is recog­
nized as in more than two categories. In this 
case, rules of the 1st and 2nd kinds are modi f i ­
ed so that a set of symbol strings to be recog­
nized for each category may become adequate. 

(e) In the f i f th case, an input pattern is 
not recognized correct ly because rules of the 
2nd kind which should be applied to the str ing of 
another category are applied. This trouble 
occurs when rules of a l l categories are 
combined, and the length of the context of rules 
of the 2nd kind is insuff ic ient. In this case, the 
problem can be solved by increasing the length 
of the context as required. An example is 
introduced as fol lows: 
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Now, when the rules (a) and (b) are to be 
applied in this order for an intermediate symbol 
string of an input pattern expressed as 
W = QiQkQjQm, the W becomes QiQkQjQm by 
the application of the rule (a). However, when 
the recognition cannot be made correctly unless 
the W becomes Q^Q^QjQĵ  using the rule (b), the 
length of the rule (b) must be increased to 
Q i Q k Q j Q m → Q i Q k Q j Q m . 

Simplification of rule 
It is necessary to simplify the rules so 

that the number of rules is reduced by remain­
ing rules which are essential to the recognition 
and deleting those which do not contribute to the 
recognition. There are two ways to simplify 
the rules. In one way, the number of rules of 
the 2nd kind is reduced by reducing that of 
intermediate symbols. By this method, those 
primitive symbols precisely determined at the 
beginning are merged. In the other way, the 
length of a standard sequence of a category ex­
pressed by the right term of the rule of the 3rd 
kind is reduced so that portions required in 
classifying patterns among other categories are 
remained and those not essential to the contri­
bution to the classification are eliminated. By 
this method, some rules of the 1st and 2nd kinds 
can be eliminated. Some patterns may be 
rejected even for the simple reason that a 
partial symbol string which does not contribute 
to the classification does not coincide with the 
same portion of the standard string, when the 
simplification is not conducted. When the 
simplification is adopted, they are correctly 
recognized. 

Experiment 

An experiment to recognize Japanese 
spoken digits was carried out to examine the 
method described above. 

The reasons why this method is adopted 
for the recognition of limited vocabulary are 
that by this method modified patterns by the 
influences of coarticulations of neighboring 
phonems and differences of speeds in utterance 
can be transformed in a unified way, and more­
over, connected speech can be recognized with­
out noticing the segmentation of speech. 

It is assumed that there is a set of rules 
expressed as follows in the rules of the 2nd 
kind: 
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Data to be recognized were ten Japanese 
dig i ts ; / I C H l / , / N l / , / S A N / , / Y O N / , / G O / , 
/ R O K U / , / N A N A / , / H A C H l / , / K Y U / , and 
/ R E l / . Each digit was pronounced separately. 
The speech was analyzed and read into a com­
puter by the frequency analysis computer input 
system i l lustrated in Figure 3. Rectified f i l te r 
outputs were sampled at an interval of approxi­
mately 50 ms and converted to digital signals. 

As a t r ia l to extract fundamental patterns 
corresponding to pr imi t ive symbols f rom given 
patterns, the mode-seeking training method 
s imi lar to Bonner(4) was applied to frequency 
spectrum patterns of 100 data spoken by 10 male 
persons, where the clusters were formed by 
comparing the distances of the frequency 
spectrum patterns. 

F i r s t , by the comparison of outputs of 
the frequency analysis, the frequency spectrum 
pattern at each sampling point was classif ied 
into four major classes; vowel, voiced conso­
nant, unvoiced consonant and stop. 

Except for "s top" , patterns of three 
classes were classif ied more precisely; vowels 
were classif ied into 24 classes, voiced conso­
nants into 5 classes, and unvoiced consonants 4 
classes. Pr imi t i ve symbols were named to 
these classif ied patterns. Table 5 shows them. 
As the value of the s imi la r i ty between p r i m i ­
t ive symbols, the Euclidean distance of the 
spectrum pattern was adopted. Using 100 
previously used sample patterns, rules were 
derived by following the procedures described 
before for the case of the separated structure of 
ru les, the structure of symbol strings was 
analyzed at each category; stable symbols and 
key symbols were der ived, and intermediate 
symbols and their descendants were decided 
based on the s imi la r i t ies between pr imi t ive 
symbols. Table 6 shows pr imi t ive symbol 
str ing of class / S A N / . The spectrogram of the 
sound / S A N / and the corresponding pr imi t ive 
symbols can be seen in Figure 4. Table 7 
shows intermediate symbols and their descend­
ants for class / S A N / Encircled symbol means 
the main descendant. 

Next, pr imi t ive symbols were t rans­
formed to intermediate symbols and the 
standard sequence was derived. Table 8 shows 
intermediate symbol strings and standard 
sequence of / S A N / . Subsequently, rules of the 
2nd and 3rd kinds were constructed. Table 9 
shows them. B is the symbol which indicates 
the beginning of a s t r ing. X is the symbol 
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which is not transformed by rule 1. 
In the rule of the 2nd kind, rules of a 
special kind were included: They eliminate the 
symbol X although the symbol X is inserted 
between two intermediate symbols indicated in 
the standard sequence. It is effective in remov­
ing a noise of the pattern while recognizing 
unknown input patterns. 

After completely forming the rules to 
classify all given sample patterns first, 100 
more patterns pronounced by 10 other male 
persons were imposed. Seventy out of them 
were recognized correctly, two were mis-
recognized and others were rejected. The rules 
were modified so that these additional patterns 
would be recognized correctly in accordance 
with the procedures described previously, and 
thus, the rules with which all 200 patterns could 
be recognized correctly were successfully 
established. 

The same experiment was conducted also 
for the combined structure of rules. Rules to 
recognize all given patterns were composed. 

Table 10 shows comparison of the 
number of rules in each case. The 
number of rules to recognize the first 100 
sample patterns is shown. That for 200 patterns 
including 100 additional patterns is shown in 
parenthesis. 

Conclusion 

A pattern recognizing method in refer­
ence to the rewriting rules of phrase structure 
grammar has been described. Patterns arc 
transformed into a symbol string, and recog­
nized by transforming partial strings from left 
to right in accordance with the rules. The 
rules are formed in three hierarchy levels. 
Procedures to form and modify the rewriting 
rules by the use of knowledge of the symbol 
strings of given sample patterns and values of 
the similarity between symbols are described. 
The results of an experiment to recognize 
spoken Japanese digits are introduced. 

It was shown that procedures described 
in this paper worked well for the recognition of 
actual patterns of spoken Japanese digits. It is 
thought that the number of rules to recognize 
ten spoken digits should be decreased. It is 
expected that the higher recognition rate will be 
accomplished by revising the primitive symbols 
and forming rules by collecting enough sample 
patterns. 
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In the pattern recognition by the adoption 
of rewriting rules, the most important factor 
which seriously affects result of recognition is 
how to decide primitive symbols, that is, how to 
pick up fundamental elements of the pattern. 
When primitive symbols which adequately re­
flect characteristics of pattern are determined, 
number of rules can be reduced and applicabili­
ty of the rules can be increased. 

So far as the primitive symbol string of 
one category is not identical to that of another, 
these two patterns can be classified as pre­
cisely as desired by increasing length of the 
context. This is one of the merit of this 
method. As for the ability of this method to 
recognize unknown patterns, high recognition 
rate can be attained by increasing the number of 
sample patterns so that sample patterns 
thoroughly represent statistical property of 
patte rns . 

In this method, recognition cannot be 
made within a short period of time because 
rules are referred one by one. Time may be 
reduced by dividing rules into groups. More­
over, when a set of input symbol strings can be 
regarded as regular set, it is possible to 
implement a. machine by the use of sequential 
circuits and recognition can be made within 
real time. 

When the separated structure is com­
pared with the combined structure, number of 
rules for the combined structure is smaller. 
However, as long as recognition ability is con­
cerned, the separated structure is more advan­
tageous from the comparison of the recognition 
rate and number of rules for unknown input 
patterns. Moreover, as for time required in 
recognition, the separated structure excels the 
combined structure, if it is possible to process 
rule applying operation in parallel for all cate­
gories . 

It is also possible to add rules of the 3rd 
kind instead of those of the Znd kind during 
modifying rules. This means that patterns of 
one category can be divided into two or more 
classes. 

Pertaining to the selection of rules, no 
definite criterion used to determine at which 
kind amongst the 1st, Znd and 3rd kinds should 
the rules be modified has not yet been given, 
except for the increase of number of rules. 
However, another way is left to modify rules by 
using estimated recognition rate of the rule as 

it can be defined. 

Correct recognition can be attained by 
giving priority to output of recognition result 
although the grammar is ambiguous. 

The advantages of the method for recog­
nizing the patterns by the use of rewriting rules 
in the form mentioned in this paper are that the 
description of the rewriting rules which ex­
press the structure of the pattern can be under­
stood easily and intuitively and that the complex 
patterns will be recognized at a high recognition 
rat e. 
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APPENDIX 

Procedure to Decide Key Symbols 

A procedure to derive key symbols from 
symbol strings of the sample patterns is intro­
duced. A relative position (R) of a symbol in a 
symbol string is defined as R-LS/L, where L is 
the length of a symbol string and LS indicates 
the position of the symbol taken from the left 
end of the string. In this case, if two or more 
same symbols continue, the LS is placed at the 
center of the succession. Let the occurrence 
(F) be the number of strings containing a 
particular symbol in the symbol strings of the 
sample patterns. When the symbol is separated 
in two or more positions in a string, the left­
most symbol is subjected for the examination of 
F. This method is called a leftmost principle. 

Step 1 : The occurrence (F) for all 
stable symbols is calculated and the symbol for 
which the F is highest is detected. This symbol 
is referred to as SM. A relative position of the 
SM in the string containing SM is denoted as 
R(SM), and the mean relative position is denoted 
as "R(SM), where such symbols as are identical 
with the SM the relative position of which is 
within a fixed value (γ1) are picked up. When 
the occurrence (F) of the picked up symbol is 
greater than a fixed value ( θ2), the symbol is 
a key symbol. 
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Step 2: In the symbol strings containing 
SM, a symbol which is located in the left of SM 
and the occurrence (F) of which is greater than 
a fixed value ( θ1j) is taken in accordance with 
the leftmost pr incip le. When the occurrence (F) 
of the symbol is greater than a fixed value ( θ 1), 
it is denoted as Sp. For a str ing having no SM 
a symbol identical with Sp the relat ive position 
R(Sp) of which is located within a range of a 
fixed value ( γ1) is taken. When the occurrence 
(F) of Sp thus counted is greater than a fixed 
value (θ2). it is a key symbol. 

For symbols located to the right of the 
SM, the same procedure applies. This step 
proceeds unti l a l l symbols whose occurrences 
(F) are greater than a fixed value ( θ2) are 
taken. 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

(10) 
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