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ABSTRACT 

In t h i s paper an a lgor i thm is g iven 
f o r extremum search of an unknown f u n c ­
t i o n F(x) when the space of va r i ab l es 
t a k i n g d i sc re te values is not a met r i c 
one. Funct ion values are obta ined expe­
r i m e n t a l l y . 

The given a lgo r i thm is based on the 
idea of adaptive random search. This a l ­
gor i thm has been used f o r the s o l u t i o n 
of a number of p r a c t i c a l problems f o r 
choosing an e f f e c t i v e subsystem of de­
pendent fea tu res i n p a t t e r n r e c o g n i t i o n . 
I t i s in tended f o r so l v i ng problems 
which do not correspond to know p rob ­
lems of d i sc re te programming. 

S 1. Formulat ing of problem 

This paper deals w i t h the f o l l o w i n g 
problem: there is a set of n . va r i ab les 
X1 A'2 , , XT, ,Xn. Everyone of those 
takes the f i n i t e set of values X1 =xtf . 

Here, va r i ab les are 
q u a n t i t i e s measured in a names scale (1) 
In other words, everyone of these value 
sets is the l i s t of some ob jec t names, 
i . e . the space const ruc ted by these va ­
r i a b l e s is not a metr ic one. 

Let us form the set of n elements 
X = (x1 . xt, ,xn) t a k i ng one element 

f rom each s e t . The number of d i f f e r e n t 
sets i s equal t o . For every­
one of these element sets one can de­
termine F(x)- the q u a l i t y c r i t e r i o n 
value o f t h i s s e t . I t i s requ i red t o 
f i n d such a set x*=(x1*, x**) in 
order f o r F(Oc) to take the extreme v a ­
l u e . Thus fo rmu la ted , the problem can be 
solved only w i t h a method i n v o l v i n g com­
p l e t e s o r t i n g , genera l l y speaking. As 
a r u l e , i t i s impossib le t o ca r ry out 
the complete s o r t i n g because of the 
great number of v a r i a n t s N and the 
considerable cost of ca r r y i ng out the 
experiment. However, i t i s poss ib le t o 
s o r t on ly a l i m i t e d number T of d i f f e ­
ren t v a r i a n t s ( T—N) . In t h i s case, 
i f there are no assumptions of f u n c t i o n 
c lass r e s t r i c t i o n s , one can use any a l ­
gor i thm f o r f u n c t i o n extremum search. 

In t h i s paper an a lgor i thm based on 
the idea of adapt ive random search is 
g i ven . This idea i s the f o l l o w i n g : o rga­
n i z a t i o n of subsequent t es ts depends on 
the r e s u l t s of prev ious ones. This p r o ­
cedure is the t r a i n i n g f o r extremum de­
t e rm ina t i on of the f u n c t i o n . For tha t 
the number of t es t s is broken up i n t o a 
number of groups 

and the f o l l o w i n g assumption is used f o r 
t e s t i n g the the group: f o r any 
p a i r o f values 
the p r o b a b i l i t y 
even if one set a? i n c l u d i n g x is 
b e t t e r (according t o c r i t e r i o n ' F ( x ) 
than any set x i n c l u d i n g x tv, . The 
d i f f e r e n c e between these p r o b a b i l i t i e s 
i s g rea te r the more i s the r e l a t i v e 
number of t e s t s c a r r i e d out by the g iven 
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moment of search 

Tests of the - t h group are 
c a r r i e d out in order to inc lude the v a ­
l u e o f v a r i a b l e X p r o p o r t i o n a l 
to the p r o b a b i l i t y which 
is changed as the search is c a r r i e d ou t . 
At the beginning o f the search, i f there 
i s no a p r i o r i i n fo rma t ion f o r p r e f e r i n g 
one value X to another, the p robab i ­
l i t i e s of choice of these values are sup 
posed to be equal to 

The greater the number of tests the 
more "careful" must be the extremum 
search and the larger the problem class 
solving. 

This problem does not correspond to 
known problems of discrete programming. 

The problem of choosing the most 
effective subsystem of dependent featu­
res in pattern recognition is an example 
of such problems for whose solution the 
algorithm stated below is supposed to 
be used. 

Really, here the set of al l pos­
sible variants is that of a l l solutions 
of including either feature in an effec­
tive subsystem. The variable X takes 
two values: the i-th foature is included 
in the feature subsystem or not. In this 
case, the variant number is equal N=2n. 

A summary of discrepancies connec­
ted with both feature measure and recog­
nition errors can be used, for instance, 
as the criterion F(x) . 

The other example of such problems 
is that of technological process optimi­
zation if there are variables measured 
in the names scale. 

The adaptive random search idea has 
been used for algorithm (3 )for the 

choice of m features from 
This algorithm has been an effective 
one for solution of a number of prac­
t ical problems in pattern recognition, 
medicine, geology, sociology, psycholo­
gy, economics. 

§2 . Algorithm description. 

As the search is carried out,the num­
ber of variable values X1 used is de­
creased by excluding variable values of 
less scope. The choice of number m.will 
be considered below. 

ment group, a one-to-one correspondence 
is established between the positions of 
variable £i and the values of vari­
able Xi . For that, the best set x(tf) 

z 
including the value xtf , the best 
set x(12) including the value x12 and 
so on are fixed. Putting in order sets 
x by the criterion 
we thereby put in order the variable 
values Xi . The variable value for 
which the best result by criterion F(x) 
is obtained is compared to the best po­
sition, the value for which the next 

Let us introduce the following de­
f init ions: 

1. Space of positions. 
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A t the b e g i n n i n g o f the s e a r c h , i f 
t h e r e i s n o a p r i o r i i n f o r m a t i o n o f p r e ­
f e r e n c e o f one v a r i a b l e va lue t o ano ther 
t h e v e c t o r i s 

a f t e r c a r r y i n g ou t each group of expe -
r i m e n t s , denote i t b y 

3 . M a t r i x o f recommendations 
T h i s m a t r i x i s a se t o f recommendations 
i n a space o f p o s i t i o n s f o r c a r r y i n g ou t 
a - t h group e x p e r i m e n t s . 

u s i n g 
a se t o f v e c t o r s . M a t r i x o f p l a n n i n g i s 

5, F u n c t i o n of " c o n f i d e n c e " P . 
T h i s f u n c t i o n i s i n t r o d u c e d as a q u a n t i 
t a t i v e measure o f p r e f e r e n c e o f one v a ­
l u e t o ano ther 

v a r i a b l e v a l u e X wh ich i s occupy ing 
t h e - t h p o s i t i o n i n g i v e n moment o f 
search w i t h the v a l u e x i * . The c h o i c e 
o f parameter 
l o w . 

w i l l b e cons ide red b e -

The f u n c t i o n o f " c o n f i d e n c e " i s 
g i v e n in a space o f p o s i t i o n s . 

Proceed ing f r om the assumpt ion d e s ­
c r i b e d i n § 1 the f u n c t i o n 
m igh t have the f o l l o w i n g p r o p e r t i e s : 

1 ) a t the b e g i n n i n g o f search i f 
t h e r e i s n o a p r i o r i i n f o r m a t i o n o f p r e ­
f e r e n c e o f one v a r i a b l e v a l u e t o ano the r 

c rease s t e a d i l y when the number of the 
p o s i t i o n i n c r e a s e s . 

3 ) by i n c r e a s i n g the r e l a t i v e num­
be r o f exper iments c a r r i e d o u t , the f u n ­
c t i o n o f " c o n f i d e n c e " must i n c r e a s e a t 
the f i r s t p o s i t i o n s a t the expense o f 

r e s u l t b y q u a n t i t y i s o b t a i n e d - t o 
second one and so o n . 

2 . Set o f t r a n s f o r m i n g v e c t o r s . 

4 . M a t r i x o f p l a n n i n g 
I t i s o b t a i n e d f r o m m a t r i x 

of v a r i a b l e X t and p o s i t i o n s of v a ­
r i a b l e . T h e component o f t h i s v e c ­
t o r i s the v a l u e wh ich takes t he 

- t h p o s i t i o n i n a g i v e n moment o f 
s e a r c h . 
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