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Abstract

The evolution of networks requires a high monitoring of
their resources and a reliable security of exchanges to ob-
tain a faithful communication between their systems. The
automatic detection of intrusions has become an active
discipline due to the increased needs of computer secu-
rity and large malicious traffic with attacks that can in-
fect systems. Intrusion detection and prevention systems
are the recent technologies used to monitor data activ-
ities. Thus, their assessment is very useful. The main
goal of this paper is to analyze some sniffers tools and
to assess the performances of certain intrusion detection
and prevention systems. The analysis measures assess
the authenticity, availability, integrity and confidentiality
but also certain parameters related to security, such as:
Detection type, filtering detection method, real time re-
action, updating, alerting, logging. A novel detection ap-
proach is designed to perform the monitoring of networks.
It is based on PcapSockS sniffer that collects data and on
multilayer perceptron to analyze and make the appropri-
ate decisions. This approach makes a reliable detection
by minimization number of false positives and elimination
of false negatives.

Keywords: Classification; Intrusion Detection; Perfor-
mances; Security; Sniffing

1 Introduction and Notations

As long as the intrusions detection makes a network safer,
prevention aims to make appropriate decisions by reacting
in real time. The IDPSs (Intrusion Detection and preven-
tion Systems) are designed for networks security needs.
The sniffers tools are used to capture the circulated pack-
ets within network interfaces; they decode certain pack-
ets of a specific interest. The IDPS are used to control
exchanged events through networks, to inform the exis-
tence of an intrusion, and then to take a concise action
and bring systems into a safe state. The current IDPS
are oriented towards automatic responses to intrusions in
real time with alerts. They can be classified according to
the type of detection approach, level of monitoring, fre-
quency of use or nature of reaction. False positives are
generated when a detection system identifies normal ac-
tivity as an intrusion, while false negatives correspond to
undetected intrusions, so no alert is generated. It is im-
possible to find a standard detection tool that can over-
come all limitations. The second section presents a state
of art on intrusion detection, sniffing and multilayer per-
ceptron. The performances analysis is cited in the third
part, based on security objectives and on parameters re-
lated to security. For the fourth section, the proposed
solutions are described. The article is accomplished by a
conclusion and the future works. In this paper, we use
the following notations (Table 1):
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Table 1: Notations

f : Sigmoid Function.
(Xi)i=1..n : The presented inputs.
Xi = (xi,j)j=1..m : The presented occurrences to input Xi.
W (0) = (wi,0)i=1..n : The initialized weights.
Wi = (wi,j)j=1..m : The associated weights to input Xi.
w0,i : Initialized Bias to 1 and associated to input Xi.
ai : Weighted sum associated to input Xi.
y(ai) = f(ai) : Calculated output associated to input Xi.
εi : Calculated error associated to an entry Xi.

W op
i = (w

(op)
i,j )j=1..m : Optimal system solution (Training Algorithm) for Xi.

W op
0,i : Optimal System Bias (Training Algorithm) for Xi.

a
(op)
i : Optimal weighted sum associated to an input Xi.

a
(max)
i : Maximum weighted sum associated to an input Xi.

Wmax = (w
(max)
j )j=1..m : Maximum weights.

w
(max)
0 : Maximum bias.

d = +1 : Normal Output.
d = −1 : Anormal Output.

2 State of Art

This section gives a state of art of IDPS, the sniffing tech-
niques and multilayer perceptron.

2.1 Intrusion Detection and Prevention

Intrusion detection is a set of techniques used to detect
undesirable activities. An intrusion attempts to violate
one of security objectives [2, 11]. An IDPS can be soft-
ware or hardware which can detect malicious events that
attempt to infect a security policy. IPS (Intrusion Pre-
vention Systems) are considered as second generation de-
tection systems, designed to make necessary decisions to
stop the detected intrusions accurately. There are two
fundamental detection methods [2, 7, 11,12,17,18,24]:

• Scenario approach that identifies an intrusion using
a configuration known for malicious activity.

• Behavioral approach that attempts to identify mali-
cious based on a deviation from normal activity. It
is proposed by J. P. Anderson (1980) and extended
by D. E. Denning (1987).

An IDPS can control and detect accurately the abnormal
activities by blocking them quickly. It is characterized by
following properties:

• Real time takes into account time constraints and
delays related to the results.

• Response time which determines the duration be-
tween activation and time of the results.

• Blocking is used to interrupt the passage of suspicious
activities.

• Alert is a message generated after detection to inform
the manager about the existence of an intrusion.

The IDPS architecture is composed by [10,12,15,16,24,28]
(Figure 1):

Figure 1: Classical architecture of IDPS

• Data sources contain the data that reflects what is
happening on the hosts and the traffic of packets that
is intercepted by a network monitor.

• Activities are collected within data sources and
stored in database.

• Sensor observes the system activities through data
sources and provides a sequence of events that inform
evolution of the system state.
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• Events represent the preprocessed activities pre-
sented to analyzer.

• Analyzer determines if the events contain malicious
activities.

• Reaction is guaranteed by activating the countermea-
sures to end the detected attack.

• Supervisor is responsible to analyze alerts and has a
global vision toward system.

• Alert manager is used to generate alerts after detec-
tion.

• Operator is a part of IDPS that make a final decision.

The majority of current IDPSs integrate heterogeneous
technologies like, VPN (Virtual Private Network), an-
tivirus, antispam, etc.

2.2 Sniffing Techniques

The sniffing is a process used to intercept and analyze
the network traffic. It listens to public conversations in
computer networks [6, 14, 27]. The sniffers may be used
as a hardware or software solution or as software only
to manage and ensure the network security. They can
also be used by unauthorized uses. An intruder can learn
network configuration information by sniffing. There are
different types of sniffing packets [21,22]:

• IP (Internet Protocol) sniffing collects all IP packets
traveled through a network.

• MAC (Medium Access Control) sniffing captures the
corresponding frames to supervised interfaces MAC
addresses.

• ARP (Address Resolution Protocol) sniffing inter-
cepts ARP packets used to query the ARP cache.

The sniffers are constituted by the components described
by Clincy & Abi Halaweh in [3, 27]:

• Hardware is represented by Network Interface Cards
and activated in sniffing mode.

• Driver captures data from the network cards, applies
a number of filters and stores it in a memory.

• Buffer stores the captured traffic or transfers it to
permanent storage.

• Analyzer is responsible to analyze the traffic in real
time taking into account the criteria needs.

• Decoder receives a stream of bits and interprets them
to finally build a descriptive texts format.

• Editor changes the traffic using a unified format and
then converts it and retransmits it in the network.

The filtering is an essential operation to classify pack-
ets that are captured using filters according to the needs
of capture. The simulation with sniffing tools is used in
learning of computer networking, allows a good under-
standing of network concepts and topologies. The study
carried on [14] highlights the difference between these two
principles libraries. The main capture libraries are libnet
and libpcap. The Airpcap adapter is used on hosts run-
ning to listen in to wireless traffic in monitor mode.

2.3 Multilayer Percepron

The birth of artificial neural discipline dates back to the
1940s with W. McCulloch and W. Pitts who showed that
with such networks, we could in principle calculate any
arithmetic or logical function [23]. The training is a dy-
namic and iterative process [29] used to modify the pa-
rameters of network in reaction with stimuli that receives
from its environment. The supervised training adjusts
network parameters by a direct comparison between the
actual network output and the desired output. The un-
supervised training involves no target values. It tries to
associate information from the inputs with an intrinsic
reduction of data dimensionality or total amount of in-
put data. The type of training is determined by how
the parameter changes occur [16, 26]. The MLP (Multi-
layer perceptron) (Rosenblatt 1957) is a neural network
that composed of successive feedforward layers connecting
neurons by weighted links [15, 16, 29]. The input layer is
used to collect the input signals and the output layer pro-
vides responses. One or more hidden layers are added for
transfer. The training of MLP is performed by the error
gradient propagation. In the 1980s, an error propagation
algorithm was invented [29]:

Algorithm 1: Back propagation training

1) DBA : Training Base.
Xi = (xi,j)j=1...m : Inputs.
Ci = (ci,j)j=1...m : Desired Results for Xi.
Wi = (wi,j)j=1...m :Weights for Xi.
θi: Calculated Results.
λi:Training rate.

2) BEGIN : Calculate Wi for the input Xi

For i from 1 to n do
Initialize the weights randomly
Optimization of weigts:

For j from 1 to m do
wi,j = wi,j−1 + λi(ci,j − θi)xi,j
EndFor

EndFor


3) END

The examples of the training basis are shown succes-
sively in order to adjust the weights by accumulating the
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calculated gradients. The training is stopped when the
calculated error is less than a certain threshold.

3 Our Contribution

In this section, we describe the results of performances
analysis carried on some network sniffers and certain
IDPS. It proposes a novel model of IDPS based on Pcap-
SockS sniffer and multilayer perceptron.

3.1 Results of Performances Analysis

The sniffers analyze data from all the network layers. If
the application level analysis fails to identify the problem
and find a solution, sniffers can dig into lower level details.
Based on various criteria and referring to the detailed
study in [13,14,21,27], we arrive at a classification of the
following systems (Table 2):

After this assessment, the majority of sniffers above
use libpcap library to intercept traffic and include a fil-
tering system. They are highly available to monitor wired
and wireless networks with a high flows supporting a large
number of protocols. The study helps us to discover cer-
tain limitations. The actual sniffers are more efficient, al-
lowing real time analysis. They capture packets from the
network and decode them into human readable format.
To be able to choose a better detection system before in-
stalling it on the affected network, it is useful to test and
evaluate the operational efficiency of these systems.

• Snort is an open source network IDPS, developed by
Sourcefire. It is a scenario and anomaly system [8,9,
25].

• Suricata is an open source IDPS that uses the snort
rules, its important advantage is multithreading that
means reduction of time and gives also a high per-
formances. David and Benjamin analyzed Snort and
Suricata and conclude that Suricata is relevant and
exact than Snort [8, 11,25].

• Mc Afee Host Intrusion Prevention is aiming to pro-
tect systems, resources and applications. It estab-
lishes reporting and gives an exact management, pro-
gressed and easy to use [11,16].

• Net ASQ is an engine integrating intrusion preven-
tion and eliminates intrusions in real time. Its hard-
ware alternative arranges a Watchdog which realizes
regularly tests of activities [11,16].

To satisfy this assessment, we propose, the degree of guar-
antee of the safety objectives: authenticity, confidential-
ity, integrity, availability [11,16,20] (Table 3):

Most of the existing solutions concerning intrusion de-
tection are related to the setting up of NIDPS in associa-
tion with some HIDPS and other software types of man-
agement. It has been observed that NIDS become less
effective even when presented with a bandwidth of a few
hundred megabits per second.

3.2 Our Proposed Approach

This proposition is based to avoid some vulnerabilities
and limits. The structure of system is (Figure 2):

Our IDPS system is constituted by the different com-
ponents bellow:

• Data sources: The circulated data flow within the
network are intercepted and processed to monitor
and make an effective decision.

∗ High level means the monitoring of various activi-
ties within the high layers.

∗ Low level means the monitoring of various activi-
ties within the low layers.

• Sensor observes the data and provides the analyzer
a sequence of activities that inform the evolution of
the system state.

∗ PcapSockS Sniffer intercepts traffic from the low
and high level.

∗ Activities: the collected data are stored in a col-
lection base in the form of activities.

• Analyzer is made to take a decision by exploiting the
implemented detection methods.

∗ Normalization: is located directly after sniffing
which is used to eliminate the potential ambi-
guities and to have a uniform structure of activ-
ities.

∗ Comparator is a component that compares an
event with the contents of the intrusion basis.

∗ Events: the normalized activities become events
and presented to analyzer.

∗ Multilayer Perceptron Classifier is able to distin-
guish the normal behavior from the new data.

∗ Notification: after detection of intrusion the ana-
lyzer sends notification to manager.

∗ Updating: the intrusions basis is updated in order
to increase the possibilities of the new detections
and to facilitate the next analysis.

• Manager is responsible for the management and anal-
ysis of the alerts generated by the analyzer. It con-
tains:

∗ Management: the manager is responsible to ana-
lyze alerts and take action to prevent the dam-
age of intrusion.

∗ Real time blocking means the realtime response to
block intrusion and anticipate connection.

∗ Automatic reaction provides reaction mechanisms
to cope with detected intrusion or reduce their
effect.

• Supervisor is the person who administers the various
components of that system. He has a global vision
on the system.
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Figure 2: Proposed IDPS based on PcapSockS sniffer and MLP classifier
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The use and management of databases is very important
in this approach; we opted for using of four databases:

• Collection basis is composed by activities that inter-
cepted within networks by PcapsockS sniffer.

• Events basis is constituted by the normalized activi-
ties.

• Intrusions basis includes all known attacks by using
a certain format. There is no standard for the coding
of attacks. It is updated after detection.

• Alerts basis contains different alerts generated after
detection by our IDPS.

Our IDPS performs the first monitoring based on signa-
ture detection. Thus, it needs signatures basis that will
satisfy this type of detection. Therefore, we have to con-
ceive intrusions basis which characterize the anomalies of
the monitored network (Figure 3).

Figure 3: Conception of intrusions basis

The monitoring is done in a hybrid and complete way
by controlling all levels of data sources. For this, we use
the most famous sniffing tools more used currently to meet
our needs. For example, we use Scapy [13,14,16] for high
level sniffing and Wireshark [3,14,21] for the lower layers.
The collected activities are recorded in a collection basis.
In this case, the sniffing type takes place during so called
abnormal operation of the network to collect abnormal
activities characterizing the anomalies of the monitored
network. The intrusions are used by detection systems.
They are stored and integrated into their database at each
infection. The detection is carried out by comparing the
event collected the contents of the intrusion database. To
implement the new approach, various phases are used:
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3.2.1 Collection and Filtering Phase

The proposed design in [1] focuses on the combination of
current performances of high sniffers and minimization of
various limitations. It is a distributed model consisted by
two main components:

• The kernel is composed by two processors to capture
and filter the traffic.

• The operator decodes and normalizes the elected
traffic.

These components are described in the figure below (Fig-
ure 4):

This traffic is composed of a set of bits and frames, it’s
saved in a temporary basis to apply the BPF (Berkeley
Packet Filter) and then meet adequate collection condi-
tions. Libpcap provides the possibility to introduce the
filters to filter traffic: PBF, SWIF. It applies the filters on
traffic in the basis in order to choose the elected packets.
This latter is redirected to the operator space. The decod-
ing processor normalizes and stores the chosen traffic in
the collection Database. In the high level, we use the sock-
ets mechanism to ensure a reliable collection. The TCP
(Transmission Control Protocol) and UDP (User Data-
gram Protocol) sockets are implemented for this purpose.
Raw sockets are used to reinforce the interception to the
low level with libpcap. The collected traffic is saved in
a temporary basis to apply the filter LSF and redirected
directly to Collection Database. Our sniffer collects data
in three modes:

• Connection oriented mode requires a prior connec-
tion establishment between communicating entities.

• Connectionless mode cannot guarantee a reliable con-
nection, insertion errors, wrong delivery, duplication,
or non sequencing delivery packets.

• Raw mode can provide both services in connection
oriented and connectionless mode.

The filtering provides a considerable gain; it avoids the
congestion and the saturation of memory. The filtering is
a very useful to meet the various network services using
mainly in intrusion detection. The treatments are in real
time. Take into account the time constraints which are as
important as the accuracy of the results for this system
synchronizes multiple tasks that take place and the possi-
bility of including several shorter threads in a single pro-
cess. To show the performances provided by PcapSockS
Sniffer, it is very useful to compare it with other sniffers
which have demonstrated their reliability (Table 4):

The new model combines libpcap and sockets functions
to capture the packets, filters traffic taking into account
the capture needs. All treatments are in real-time and
Encryption of transactions between the sniffer and Col-
lection database.

3.2.2 Preprocessing and Normalization Phase

The preprocessing phase is the most labor intensive, due
in particular to the lack of structuring and the large
amount of noise existing in the raw data used. It consists
in structuring the activities in order to prepare them for a
future analysis. The significant formatting is required be-
fore analyzing and classifying traffic. The normalization
is carried out also to establish a pattern of activities fa-
cilitating the distinction between the activities and allow-
ing an extraction of useful fields if necessary. The events
are stored in a database table which contains columns to
specify the fields and contains the occurrences with string
type. A hash function is applied to compute the signa-
tures of the content. We realize a particular coding for
the enumeration of the occurrences and adapt them to
the entries of the model which accept in principle only
integer, real or Boolean entries. The hashing and coding
techniques guarantee also a certain rapidity and integrity.
The input layer receives successively the preprocessed oc-
currences. An occurrence is subdivided into a set of fields.
Each field is received by a neuron representing a simple re-
ceptor that does not perform any treatment. A weighted
sum is calculated on the input values. A transfer function
is applied to the calculated sum. The sigmöıde function
is implemented in the hidden layer.

3.2.3 Classification Phase

We propose a rigorous algorithm for training and recog-
nition. Thus, we use the multilayer perceptron. The pro-
posed classifier is [15,16,19] (Figure 5).

Each layer has neurons directly linked to the neurons of
the next layer. We find ourselves faced with an optimiza-
tion model containing changeable variables that describe
the problem, together with constraints representing limits
on these variables. We define a cost function to minimize
is:

ai =

m∑
j=1

wi,jxi,j + w0,i for i = 1, · · · , n.

The inputs preprocessing are used to remove redundant
and irrelevant information in order to achieve a small and
optimal network structure.

Algorithm 2: Training algorithm
Initialize weights W (0) = (wi,0)i=1...n such as wi,0 6 10−3

for i = 1 . . . n and w0,i = 1.
For i from 1 to n do

1) Present the iutputs Xi = (xi,j)j=1...m.

2) Calculate W
(op)
i and εi :

εi = min
ai

(1− y(ai))
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Figure 4: The pcapSockS sniffer

Table 4: Comparison between pcapSockS sniffer, scapy and wireshark

Sniffer Platforms Low capture High capture Low filtering High Network
filtering

Scapy -Win -Libpcap -Libnet -PBFfilter -No -Wired
-Linux -Python Functions -Wireless

-Mac OS
Wireshark -Win -Libpcap -No -PBF Filter -No -Wired

-Linux -Wireless
Pcap.Sock -Win -Libpcap - Sock−Stream -PBF Filter -LSF Filter -Wired

Sniffer -Linux -Raw Sockets -Sock−Dgram

Figure 5: Multilayer perceptron classifier
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

ai =

m∑
j=1

wi,jxi,j + w0,i;

y(ai) = f(ai);
w0,i = w0,i + [1− y(ai)];
For j from 1 to m do

wi,j = wi,j−1 + [1− y(ai)]xi,j ;
EndFor


3) EndFor

In the following, we denote with:

W
(max)

= (w
(max)
j )j=1...m with w

(max)
j =

max{w(op)
i,j , i = 1 . . . n} and w

(max)
0 = max{w(op)

0,i , i =

1 . . . n}, a
(max)
i =

m∑
j=1

w
(max)
i,j xi,j + w

(max)
0,i a

(op)
i =

m∑
j=1

w
(op)
i,j xi,j + w

(op)
0,i and S = {(Xn

i=1 = (xi,j)j=1...m,

W
(op)
i = (w

(op)
i,j )j=1...m, w

(op)
0,i , εi), i = 1 . . . n} the

obtained results during the training phase.

Proposition 3.1. With the above assumptions, we then
have for all i ∈ {1, . . . , n}

1) a
(max)
i ≥ a(op)

i .

2) 0 < 1− y(a
(max)
i ) ≤ εi.

Proof.

1) As wmax
j = max{w(op)

i,j , i = 1 . . . n} ≥ w
(op)
i,j and

xi,j ≥ 0 for all i = 1 . . . n, then a
(max)
i > a

(op)
i for

all i ∈ {1, . . . , n}.

2) We have 1 − y(a
(op)
i ) = εi for each i ∈ {1, . . . , n}

, y(a
(op)
i ) = f(a

(op)
i ). Therefore 0 6 f(a

(op)
i ) 6

f(a
(max)
i ) < 1 for each i ∈ {1, . . . , n} because f is

an increasing function.

Thereafter εi = 1 − y(a
(op)
i ) = 1 − f(a

(op)
i ) > 1 −

f(a
(max)
i ) = 1− y(a

(max)
i ) > 0

which shows (2).

This phase consists of validating the model: We use for
this the optimized weights which are obtained during the
training phase.

Definition 3.1. Let K = (kj)j=1...m be an input occur-

rence and a =

m∑
j=1

w
(max)
j kj + w

(max)
0 .

1) K is a normal occurrence if there exits i ∈ {1, . . . , n}
such that 1− y(a) 6 εi.

2) K is an intrusion occurrence if for all i ∈ {1, . . . , n}
we get 1− y(a) > εi.

Proposition 3.2. Let K = (kj)j=1...m be an input oc-

currence, a =

m∑
j=1

w
(max)
j kj + w

(max)
0 and ε = {εi, i =

1, . . . , n}.
The following conditions are equivalent:

1) K is an intrusion.

2) 1− y(a) > ε.

The proof of this proposition relies on Definition 3.1.

Corollary 3.1. : Let K = (kj)j=1...m be an input occur-

rence, a =

m∑
j=1

w
(max)
j kj + w

(max)
0 and ε = max{εi, i =

1, . . . , n}. The following conditions are equivalent:

1) K is a normal information.

2) 1− y(a) ≤ ε.

The proof of this corollary relies on Definition 3.1 and
Proposition 3.2.

Algorithm 5: Recognition algorithm

1) New input X = (x(j))j=1...m, final output d, activa-
tion state a, calculated result y(a).

2) Computing of output

a =

m∑
j=1

w
(max)
j x(j) + w

(max)
0 ;

y(a) = f(a);

3) Classification of activities
if (1− y(a) 6 ε) then
d = 1 //Normal activity
else
d = −1 //Intrusion

Endif


The sigmoid is introduced into the two proposed algo-

rithms for training and recognition. It presents certain
constraints during its implementation which leads us to
make an evaluation of the sigmoid on platforms more used
in practice. In this case, we determine the random values
of the weights in wi 6 10−3 to ensure the possible results
and avoid the falsified outputs. This modeling leads us
to develop an optimal and restricted database containing
the occurrences (Table 5):

Table 5: Database structure

W (max) = (w
(max)
j )mj=0 ε
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3.3 Evaluation Study of Proposed Ap-
proach

To accomplish such evaluation, a set of measures are
available: precision, number of false positives and false
negatives. We take into account the parameters cited
in [5,11,14,16,20] such as data sources, intrusion response,
frequency of use, real time analysis, intrusion blocking
method, real time alert, logging, filtering methods, com-
patible operating systems (Table 6).

The proposed classifier defines a supervised method us-
ing a three layer perceptron and represents a perceptual
analysis layer which can be integrated into our new de-
tection system to monitor traffic and make control of the
data flow more reliable. With a series of experimental
studies on a set of intrusion detection and prevention sys-
tems much responded actually. We demonstrated that
our new proposal model is more efficient, especially at
the level, of data collection, pretreatment of the activities
and their classification.

4 Conclusion

An IDPS tries to detect malicious activities and attacks.
It attempts to control computers by monitoring traffic.
Many methods have been employed. In this paper, we
perform performances evaluation of a list of sniffing and
intrusion detection tools and we deduct in the end that
those tools suffer much vulnerabilities. So, we propose an
optimal approach of intrusion detection based on multi-
layer perceptron technique aiming to improve the accu-
racy of detection. The modeled system aims to protect
networks from attacks on service integrity, authentication
and confidentiality. The preprocessing is performed to
transform data evens into a new representation before
being presented to a neural network inputs. With im-
plementations carried on different parts, we demonstrate
that our system gives the solutions more reliable and rel-
evant to improve the o the network security. Our next
work will focus and discuss in detail the various steps of
implementation and validation of this global system de-
scribing the proposed solutions.
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