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Abstract 
Wearable sensing technologies can be used for preci-
sion livestock applications and to study foraging be-
haviors. In this context, the monitoring of chews and 
bites events is a critical task for livestock management. 
This study presents a computational tool that utilizes 
wearable sensing and machine learning to distinguish 
chew and bite events. A micro camera with a micro-
phone (0 – 18 kHz) attached was used to obtain 
video/audio data from horses during feeding. The audio 
data collected was used to train a recurrent neural net-
work (RNN) to detect and distinguish chews and bites 
events. Initial evaluation of this system shows an accu-
racy of 87.8% for bite identification, and an accuracy 
of 93.2% for chew identification. The development of 
this tool can, if used with a GPS system, enable the 
identification of better types of pasture suitable for 
each animal. It can reduce data collection costs and im-
prove livestock management. 

 Introduction   
Foraging behavior evaluation, including bite and chew de-
tections, is an important field of study that allows research-
ers and ranchers to analyze and improve livestock manage-
ment systems; it is key to many important decisions in graz-
ing environments (Ungar, 1996). This evaluation can be 
made using the animal jaw movements: bites and chews 
(Ungar et al., 2006). Additionally, monitoring of grazing be-
havior can be economically and ecologically compatible 
with conservation of resources (Del Curto et al., 2005). 
However, monitoring this behavior can be complex, includ-
ing different series of steps in the foraging process (Clapham 
et al., 2006). 
 Grazing behavior analysis is a complicated task, mainly 
because of the animal’s movement making the data acquisi-
tion challenging (e.g., difficult to monitor jaw movement). 
Direct observation of the animal can be a very time-consum-
ing task (Ungar and Rutter, 2006). Electric resistance (Pen-
ning, 1983; Rutter et al., 1997) and pressure (Nydegger et 
al., 2011; Zehner et al., 2012; Ruuska et al., 2016) have been 
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used with good accuracy to differentiate grazing from rumi-
nating processes for cattle and sheep. Another data acquisi-
tion system was developed based on electromyography, us-
ing electrodes over the jaw muscles to measure the signals 
related to the masticatory movements (Büchel and Sundrum, 
2014). Some of these methods use esophageal-fistulated an-
imals, and, besides making the data acquisition expensive 
and time consuming, it is an invasive method for the animal 
(Laca and de Vries, 2000). A feasible alternative to mimic 
bites is via hand-plucking, where one observes the animals 
grazing and simulates the bites taken by the herbivore by 
picking grass by hand (de Vries, 1994). In general, all these 
methods are time-consuming and labor-intensive, and usu-
ally require precise sensor calibrations and observer train-
ing. 
 Acoustic monitoring methods have proven to be a good 
and easy way to identify, differentiate and count jaw move-
ments (Laca et al., 1994); better than direct observation due 
to the presence of compound movements (i.e. chew and bite 
in the same movement). The sound recorded has usually val-
uable information that can be used in different ways to pre-
dict specific jaw movements (Penning et al., 1991) and 
acoustic biotelemetry has enough quality and usability to 
give good information about the animal foraging behavior 
(Alkon et al., 1989). 
 Deep and transfer learning algorithms have been increas-
ingly used in precision agriculture and livestock applica-
tions (Ampatzidis et al., 2019; Ampatzidis et al., 2017; Kus-
sul et al., 2017; Partel et al., 2019; Hansen et al., 2018; Gard-
ner et al., 1999). The use of these methods allow a signifi-
cant improvement on data analysis accuracy and are starting 
to attract the attention from research and industrial applica-
tions (LeCun et al., 2015). Dutta et al. (2014) used a multi-
classifier pattern recognition system to classify cattle behav-
ioral patterns, using collar systems. Kaixuan and Dongjian 
(2015) used video analysis method with a convolutional 
neural network to recognize individual cows in a feeding en-
vironment. 

 



 Rutter (2000) proposed the use of the software GRAZE® 
to develop an automate identification system for cattle, 
using the signal geometric characteristics to identify the 
ingestive behaviors. It was reported 91% correlation be-
tween visual observations of the foraging behavior and that 
ones identified by GRAZE® and collected by the IGER Be-
havior Record system (IBR, Institute of Grassland and En-
vironmental Research, North Wyke, Devon, UK), a system 
to record animal foraging behavior. However, Ungar and 
Rutter (2006) verified that the GRAZE® software overesti-
mates the bite rates detection in all foraging sessions con-
fusing bites with chews, or counting bites in the rumination 
process, having a mean over-estimation of 24.6%. 
 Herein, an algorithm was developed to identify bites and 
chews events for horses using an audio obtained from a 
video recorded with a micro camera attached. The audio was 
collected, processed, filtered and used as input to train a Re-
current Neural Network model to identify bite and chew 
events.  

Materials and Methods 

Test Subject and Field 
The test subject is a Paint horse, weighting approximately 
450 Kg, and located at the Kings Ranch (Labelle, FL). The 
experiment and data collection took 20 min with the subject 
freely grazing on a pasture while data was being collected. 
The field used for the experiment was 872 m2 in area with 
15 cm canopy height bahiagrass (Paspalum notatum Flue-
ggé). The animal was accustomed to the pasture and had free 
access to water and supplemental nutrients.  

Hardware and Sensor Setup 
A micro-camera was attached to a 1-inch nylon halter and 
placed on the bottom part of the animal’s jaw (Fig. 1), to 
avoid breathing noises. The camera was used to record a 
video at the same time when the audio was recorded. The 
system recorded a total of four 5 min videos, totalizing 20 
min of audio and video data.  The camera recorded an AVI 
(Audio Video Interleave) video format from which the audio 
was taken using the open source library FFmpeg®. 

Experimental Procedure 
Prior to data collection, this same animal had been used for 
the initial sensor development which served as acclimation 
phase. Thus, there was no interfere of the sensors on natural 
grazing behavior. After fitting the equipment, the subject 
horse was released to graze freely on the block. The data 
collected from the microphone was then processed and used 
to train an Artificial Neural Network (ANN) for recognizing 

foraging behaviors. The video recording is used for support-
ing the operator to validate and label the sounds. 

Data Separation 
A Dell Optiplex XX personal computer (Dell Inc., One Dell-
Way, Round Rock, TX, USA) was used in the data pre-pro-
cessing, neural network training and prediction. From the 20 
min data, a total of 5 min were used to train the  

Figure 1. Micro Camera used for recording the videos and audios. 

neural network, as the subject did not spend all the time eat-
ing. The sound file was separated into small pieces of audio 
that cover a bite or chew event (Fig. 2).  
 To avoid having more than one event in each audio cut, a 
0.5 s consecutive window was used to cut the audio files. 
Fig. 3 shows the process of identification of each event in 
the audio and how the file was cut. 
 
 



Figure 2. Workflow of the experiment. 
 
 

Figure 3. Original audio being cut in pieces of 0.5 s to identify 
each event. 

Data Labeling Process 
The system should identify and classify the sound as a bite 
or chew. Any other detected sounds (e.g., mosquitoes and 
birds sound, sounds coming from other animals, airplane en-
gine noise, etc.) should be identified by the neural network 
as a noise to avoid misprediction. The strategy adopted cre-
ates two trained models: (a) chew and noise; (b) bite and 
noise. The model (a) was trained to detect “bite events” and 
everything else was considered noise. Similarly, the model 

(b) detects only “chew events” and everything else consid-
ered as noise.  
 The first step was to label the entire video and count the 
number of chews and bites. The main 5 min audio file was 
then divided in 0.5 s audio files and each of these were la-
belled accordingly with the video.  

Data Filtering Process 
The first stage of the filtering process is transforming the 
data from a time series in a frequency domain data. To do 
that a Short-Time Fourier Transform (STFT) was used, de-
fined in Equation 1, which transforms the audio to a normal-
ized magnitude on the frequency domain (Fig. 4).  
𝐹𝐹(𝑘𝑘) =  ∫𝑓𝑓(𝑥𝑥)𝑒𝑒−2𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝑑𝑑𝑑𝑑          (1) 
 Where f(x) is the signal to be transformed (x represents 
time), i is the complex representation and 2πk is the angular 
velocity representation that can be obtained by the fre-
quency. 
 Transforming the data in a frequency domain helps the 
neural network identify the patterns of each event. After the 
STFT, the data is filtered. The first step of the filter process 
is converting the data to the Mel scale taking the log of Fou-
rier spectrum magnitude, shown in Equation 2. The Mel 
scale tries to capture small differences between two sounds, 
even if they are with close frequency. So, when applied, this 
coefficient will allow the sounds to be correctly represented. 

𝑀𝑀(𝑓𝑓) = 1125ln (1 + 𝑓𝑓/700)          (2) 

Where f is the respective frequency of the signal. A dis-
crete Cosine Transform (DCT) is used over the Filter Bank 
Coefficients and STFT is applied to generate the Mel Fre-
quency Cepstrum Coefficients. It will be a more consistent 
input for the first layers of the Recurrent Neural Network. 
Fig. 5 shows the process of filtering the data. Fig. 6 presents 
the overall filtering workflow 

 

Figure 4. Short Time Fourier Transform applied to the audio file. 



 

  Figure 5. Filtering process of the audio data after the STFT. 
        

 
Figure 6. Filtering process workflow 

Machine Learning Training Process 
A Recurrent Neural Network (RNN) was utilized to gener-
ate a temporal sequence from the node’s connection. It was 
designed in the Keras API with a Tensorflow backend and 
was used to train and generate an audio predictor model for 

chews and bites events.  In this case, the neural network has 
a feedback inside the hidden layers (Fig. 7). 

The mathematical form a recurrent neural network can be 
represented as: 

ℎ𝑡𝑡 = 𝑋𝑋2(𝑈𝑈𝑈𝑈𝑈𝑈 + 𝑉𝑉ℎ𝑡𝑡−1)          (3) 

Where U and V are the weight matrices connecting the 
inputs and the recurrent outputs. This process creates an in-
ternal memory state which is added to the process input re-
ducing small gradient multiplication. This concept, called 
Long short-term memory (LSTM), uses a “forget gate” to 
determine which state will remembered or forgotten.  

Figure 7. Representation of a Recurrent Neural Network with the 
feedback process shown. 

 
The final network will be a combination of the LSTM 

feeding the hidden layers with a feedback (Figure 8). The 
RNN architecture used is shown in Figure 9. 

Figure 8. LSTM layers, Nahid et al (2017). 
  

 
 
 
 
 
 
 



 

 
 

Figure 9. RNN architecture configuration. 

Evaluation Metrics 
To evaluate the performance of the proposed technique an 
experiment was proposed. The last 133 cut audio files were 
used to evaluate the models. Considering that there are both 
chews and bites in these files, the same files were used to 
test both models. Each of these audio files were labeled us-
ing the video recorded. The label is considered here the true 
positive event. To evaluate the bite model, everything be-
sides bites were labeled as noise. To evaluate the chew 
model, everything besides chew were labeled as noise. Ta-
ble 1 shows the event evaluation criteria. 

Table 1. Events evaluation criteria. 

Model Error 
N ° 

Label Model 
Pre-
dicts 

Error 
Classification 

Bite 1 bite noise False Negative (FN) 
2 noise bite False Positive (FP) 

Chew 
3 chew noise False Negative (FN) 
4 noise chew False Positive (FP) 

 
 True positive (TP) events are considered as the labeled 
events. Three evaluation metrics were used to evaluate the 

proposed technique: Precision (equation 4), Recall (equa-
tion 5), and F1 score (equation 6):  

𝑷𝑷 =  𝑻𝑻𝑻𝑻
(𝑻𝑻𝑻𝑻+𝑭𝑭𝑭𝑭)

             (4) 

𝑹𝑹 =  𝑻𝑻𝑻𝑻
(𝑻𝑻𝑻𝑻+𝑭𝑭𝑭𝑭

              (5) 

𝑭𝑭𝑭𝑭 = 𝟐𝟐 (𝑷𝑷∗𝑹𝑹)
(𝑷𝑷+𝑹𝑹)

               (6) 

These three metrics were calculated for each model gener-
ated. 

Results 

Train and Test Curves 
An accuracy plot was created during the training part to 
check the model convergence, shown in Fig. 10.  

Horse bite/chew Detection Result Accuracy 
Both models were tested, and the results metrics are pre-
sented in the Table 2: 

Table 2. Results for the bite model and for the chew model 

Model type Precision Recall F1Score 

Bite Model 80.0% 93.4% 87.8% 

Chew Model 91.9% 94.4% 93.2% 



Figure 10. RNN Convergence curves for the: (a) bite identification 
model and (b) chew identification model.  

 

Discussion 
The convergence of test accuracy curves shows a flat region 
near 250 epochs. This shows that the number of epochs used 
was enough. The difference between the FNs and FPs for 
bite and chew model occurred mainly because the system 
confused some types of noise with the bite sound. Generally, 
this occurred when the horse hit some obstacle or when the 
halter started to move producing a hit sound that was some-
times confused with the bite sound. A solution for this prob-
lem is to find a better place for the camera, that allows avoid 
these noises and collect good audio data. Also, a better fix-
ation of the halter can improve the audio data acquisition 
procedure. 
  The chew identification shown a high level of accuracy 
(93.2%), indicating that the tool proposed here can be effec-
tively and quickly used to monitor horses foraging behavior. 
Compared to other identification systems, the neural net-
work used here shown high accuracy for chew and bite iden-
tification. Werner et al (2019) presented a concordance cor-
relation coefficient of 0.78 for bite identification and 0.94 

for chew identification. The system proposed by Deniz et al 
(2017) presented an accuracy of 76.4%. Adriamandroso et 
al (2017) shown a 92% detection accuracy, with 95% accu-
racy for rumination detection and 91% accuracy for grass 
intake accuracy. Considering that further investigation will 
be performed, it is expected that this system will reach a re-
liable precision and consistency, being a powerful tool, even 
for other herbivores species, as cows, deer or sheep. 

Conclusion 
The presented method was able to identify chews and bites 
from a horse, with an accuracy of 87.8% for bite detection 
and 93.2% for chew detection. The chew model was better 
due to the problems with similarity between some noises and 
bites events. Even using filters, these noises kept similarities 
to the bite signals, and this led to some reduction in accu-
racy. Compared to other related works, the system described 
on this paper has shown great potential. The utilized Recur-
rent Neural Network accuracy can be improved by investi-
gating the effect of several factors on detection accuracy, 
like the number of CNN layers, the number of neurons, and 
the dropout used between layers. Therefore, the use of Re-
current Neural Network to identify acoustic patterns in 
horses is a novelty and has a great potential to help horses 
stud owners and researchers to better study horses foraging 
behaviors. 

Future Work 
Several sensing systems can be utilized and evaluated to im-
prove data acquisition quality. The best location to mount 
the wearable devise can be explored too. In the pre-pro-
cessing step, several filters (e.g., high-pass and low-pass fil-
ters) should be investigated. 
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