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Abstract

Communication processes rely on the production and
interpretation of representations, thus an impaérissue is to
understand what types of representations are iadotluring
the emergence of interpretations. Here we presemt a
experiment to evaluate conditions for the emergente
interpretations of different representation types.design our
experiment, we follow biological inspirations andheoretical
framework of representation processes. Our reshitsv that
different interpretations process can emerge depgrzh the
adaptation cost of cognitive traits and on the latdity of
cognitive shortcuts.

I ntroduction

The emergence of semiotic competences (morphosintax
grammaticality, semantics, pragmatics) has beerdiestu
through various computational perspectives, inclgdi
embodied robotics, animats, synthetic ethology, atitrs.
Particularly, virtual simulations have been usetkesively to
model and simulate the emergence of different typés
representations (for a review of works, see Natfi Mirolli,
2010, Christiansen and Kirby, 2003, Wagner et 803).
Here we propose a synthetic experimental protacekamine
the conditions underlying the emergence of two syoé
representations (symbols and indexes) in a commufit
artificial creatures able to interact through comination
processes. Empirical constraints come from evidenice
studies of animal communication as e.g. the mininorain
model for animal communication, proposed by Quei€z
Ribeiro (2002), which provided us biological inggions to
develop our algorithms.

Despite the many works on the emergence of
communication in a community of artificial creatsirehere
are still important open questions that need furthe
exploration. Particularly, based on the fact tlepresentations
can be of different types and that communicationcesses
rely on the production and interpretation of repreations, an
important issue is to understand what types ofesgntations
are involved during the emergence of interpretstiom a
community of artificial creatures.

In the next section, we will briefly review relategrk on

processes. Then we present the theoretical andriealpi
constraints that guided our computational model and
simulation. Next, we present our ALife experimemid aits
results, and, finally, we outline our conclusiomsl goint to
future perspectives on the study of the emergehdéferent
representation types.

Related wor k

To illustrate the open issue of understanding temistic
process of interpretation in communication evewnis,bring
forward two representative works that simulategh®ergence
of communication in a community of artificial agent

Floreano and coleagues (2007) studied the evolyon
conditions that might allow the emergence of aal#é
communication system in a community of simulatedots,
relying on biological motivations on animal commeation.
The robots could use a visual signal, turning onfdr light
ring, to communicate with other robots about thsitan of
food source. They found that if selection acts ooug level
instead of individual level, or if members of a commity are
genetically similar, a reliable communication systeould
emerge. The robots simulated in this experimentewer
controlled by artificial neural networks, with a relt
connection between the input layer and the outpyerl
Floreano and coleagues did not discuss how wadighe
signal interpreted by the robots, or what it représd to
them, but, from the neural controller architectuve,can infer
that any light signal received was directly mappeda
displacement speeed, so the robot blindly reactedvtithout
relating to what it could represent, until it fiafeached the
food source itself.

Cangelosi (2001) is one of the few works to acjuall
propose the emergence of different modalities of
representations in a experiment on the evolution of
communication. In an experiment with artificial areres in a
grid word, Cangelosi (2001) simulated the emergeote
communication systems to name edible and poisonous
mushrooms. He had also relied on biological moitives to
define a food forage goal for the creatures. Ipifgyng
communication systems, Cangelosi (2001) distingedsh

the emergence of communication and representations P€tween signals, which have direct relation withrido
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entities, and symbols, which in addition are relate other
symbols, and built two experiments to study thel@ian of
each type. The simulated creatures were contrdilec 3-
layer neural network with an input layer that reedie visual
and auditory sensory data, an intermediate layat jhint
together sensory data and an output layer thatneikfi
movement and the emission of a signal. In his enpearts,
the neural networks were both evolved and traimedarious
tasks, and, in the end, a shared communicationersyst
emerged, involving signals and symbols, accordimg t
Cangelosi. But he did not described how were tiségeals
and symbols interpreted by the creatures, i.esifyaal heard
was first mapped to a mushroom as its referentttaewl to an
action, or if it was mapped to an action, with gerent being
associated with it. Since the intermediate newagéd might
develop either solution, it is not possible to mféhat could
have happened.

Besides Floreano et al (2007) and Cangelosi (2Gfthgr
works have studied the emergence of communicatiaits t
and the acquisition of vocabulary or language arratigjcial
agents (see Nolfi and Mirolli, 2010, Christianserd Kirby,
2003, Wagner et al. 2003). But we have not foundke/that
have studied the emergence of different types
interpretations processes and differentiated terpnetation
processes that emerged.

of

Theoretical and Empirical Constraints

Computational models and simulations are basediféeraht
tools that are heavily influenced by meta-princple
(theoretical constraints) and biological motivasgempirical
constraints) in the design of the environment ahe t
morphological definitions of sensors, effectors,gmtive
architecture and processes of the conceived systamis
scenarios. This theoretical basis influences maodelon
different degrees depending on how it constraires rttodel
being built and what decisions it leaves to theeeixpenter.
Depending on the theoretical framework, this allmssgo test
the various factors influencing semiotic onto-plydaetic
processes, such as the differences between inndtearned
communication systems, the adaptive role of contiposil
languages, the adaptive advantage of symbolic psese the
hypothetic substrate of these processes, the mutatnces
between different semiotic competences and low lleve
cognitive tasks (attention, perceptual categozatimotor
skill), and the hierarchical presupposition of fantkental
kinds of semiotic competences operating on symbol-
grounding processes.

Sign-mediated processes, such as the interpretaifon
representations in communicative contexts, show a
remarkable variety. A basic typology (and the most
fundamental one) differentiates between iconicekichl, and
symbolic processes. Icons, indexes, and symbols
differentiated on how the sign relates to whatfers to, its
object (Peirce 1958; see Ribeiro et al. 2007). Thmatch,
respectively, relations of similarity, contiguitygand law
between sign and object. Icons are signs that diantheir
objects by a similarity or resemblance, no mafténay show
any spatio-temporal physical correlation with anistent
object. In this case, a sign refers to an objectiitue of a

certain quality which is shared between them. ledeare
signs which refer to their objects due to a dirphysical
connection between them. Since (in this case)itreshould
be determined by the object (e.g. by means of asatau
relationship) both must exist as actual events.sTiki an
important feature distinguishing iconic from indeadi sign-
mediated processes. In the other hand, spatio-teringo-
variation is the most characteristic property oflexkical
processes. Symbols are signs that are relatedeto dhject
through a determinative relation of law, rule oneentiort. A
symbol becomes a sign of some object merely or Isndin
the fact that it is used and understood as suchthiey
interpreter, who establishes this connection.

Communication is a process that occurs among ratura
systems and as such we can employ empirical evédeon
building our synthetic experiment. Animals commuaéc in
various situations, from courtship and dominanceredator
warning and food calls (see Hauser, 1997). To &rdéxplore
the mechanisms behind communication, a minimumnbrai
model can be useful to understand what cognitigeurces
might be available and process underlining cefahaviors.
Queiroz and Ribeiro (2002) described a minimumelsdte
brain for vervet monkeys predator warning vocaiaat
behavior (Seyfarth et al 1980). It was modeled asd
composed by three major representational relaydoorains:
the sensory, the associative and the motor. Acegrti such
minimalist  design, different  first-order  sensory
representational domains (RD1s) receive unimodahusit
which are then associated in a second-order multah
representation domain (RD2) so as to elicit synaboli
responses to alarm-calls by means of a first-ometor
representation domain (RD1m).

The theoretical descriptions and biological evidgenc
described above guided the design of our computer
experiment. We were interested in studying the gamare of
indexical and symbolic interpretation competenseso start
of, we needed to specify the requirements for eauh also
how to recognize each of them in our experimerdekical
interpretation is a reactive interpretation of sigsuch that the
interpreter is directed by the sign to recognizeadbject as
something spatio-temporally connected to it, so &wr
creatures to have this competence, they must be bl
reactively respond to sensory stimulus with promptor
answer. In the minimum brain model, this correspotalan
individual capable of connecting RD1s to RD1m withthe
need for RD2. But a symbolic interpretation undegydhe
mediation of the interpreter to connect the sigitdmbject, in
such a way that a habit (either inborn or acquirad)t be
present to establish this association. Thus, in bsjim
interpretation, RD2 must be present once it isotlg domain
able to establish connections between differentesgmtation
modes. Thus, our artificial creatures must be éblesceive
sensory data, both visual and auditory, in its eepe RD1s,

are that can be connected directly to RD1m, definingtano

actions (Type 1 architecture), or connected to RD1m
indirectly, through the mediation of RD2, that asSates
auditory stimulus to visual stimulus acting as aoagtive

! Differently from Cangelosi’'s (2001) definition afymbol, based on
Deacon’s approach (1997), Peirce (1958) did ngaire symbols to be
related to each other to be called symbols.
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Figure 1: Possible cognitive architectures for espntations
interpretations. Left: Type 1 architecture, RD1s eonnected
directly to RD1m. Right: Type 2 architecture, ditan visual
RD1s and auditory RD1s can be associated in RD@rde
connecting to RD1m.

memory module (Type 2 architecture) (figure 1). aluate
what conditions might elicit each response typadexkical or

symbolic —, we implemented these two possible dogni
processing paths as mutually exclusive paths: rithe

creature responds to auditory events indexicalty r@actively
responds with motor actions, or the creatures mdpdo

auditory events symbolically and associates theth svisual

stimulus and responds as if that was really seem. dn

external observer, which only watches the infororati
available to the creature and its motor resportbese means
changes in the interpretation process.

Building the Experiment

After specifying the brain model requirements ardirdng
the phenomena of interest, we need to set up tbeaso
where we can test the conditions for both semiptacesses
to emerge. To do so, we rely on the empirical evigs of
animals vocalizing for food quality, recruiting ethgroup
members to feed, and so we designed an experimestew
creatures are selected by artificial evolution tfeir foraging
success. Lower quality resources are scatteredghout the
environment and a single location receives higlpsility
resources. One creature (vocalizer) is placed fingtis high
quality resource position, vocalizing a sign coadosly. At
start, the other creatures (interpreters) do nawkmow to
respond appropriately to sensory inputs and neithaygnize
the sign vocalized as a sign. But an evolutionaocgss of
variation and selection is applied, with the hopeetolve
individuals to better accomplish the task of foadafjing.
During the evolutionary process, for each startapditions,
we observe the emergence of
interpretation for the vocalizations.
The environment is a 50 by 50 grid world (figure &jd
there are 20 positions with only one resource eadh. There
is also one position with 500 resource units, whare

indexical or symbolic

Figure 2: The grid environment. Creatures are bitdes, low
quality resource positions are in green cells, bigth quality
one in the cyan cell in the center.

immovable vocalizer creature is also placed. Thealiper's

sole behavior is to produce a fixed vocal signyodpced at
every instant. Fifty interpreter creatures are canly placed
in this grid and are capable to visually sense fapdto a
distance of 4 cells and auditory sense vocalizatiop to a
distance of 25 cells. This sensory range differeanoelels an
environment where vision is limited by the presentether
elements such as vegetation, restraining far visiah as in a
open field. The creatures can either see a resaurdeits
position (ahead, left, right, back) or hear a vizedion and its
position, if any is within range. Interpreter craas have a
limited repertoire of action: move forward, turnftjeturn

right, collect resource, or do nothing; and aretailed by

(genetically based) Mealy finite state machinesMJSwith

up to 4 states (see figure 3). An FSM was chosethas
control architecture because it is quite simple divdct to

analyze how it is functioning, permitting direceitification

of the processes underlying the creatures’ cognitidhe

creatures always respond to visual inputs with ohehe

motor actions, and can also respond to auditorytimgth a

direct motor action (a reactive, indexical proce€gjpe 1

architecture). Alternatively, they can also chotsestablish
an internal association between the heard stimahd the
visual representation domain (Type 2 architecturB)is

internal association links what is heard with thew of a

collectible resource, i.e. the creature can inttrphe sign
heard as a resource and act as if the resourcesees.
Additionally, the creature may also ignore the siggard,

interpreting it as nothing and acting as if no senslata was
received.

At start, creatures are controlled by randomly tomesed
FSMs, and are allowed to live for 100 iterations dotrial,
trying to collect resources. Artificial evolutionelscts
individuals for their foraging success (number e$aurces
collected in all trials). The 10 best individualss. the 10
individuals that collected the most resources, ai@ved to
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Figure 3: An example of a FSM that controls theaturees.
The circles are states and a double circle makstirt state.
Arches represent transitions and are labeled aitgptd the
sensory event and the action to take over when dhant
occurs.

breed and make up the next generation. These 1ddndls
are copied to the next population and the 40 reimgin
individuals are a product of mutations (includingagnitive
architecture type mutation) and crossovers of tBEI$ of the
best individuals.

The mutations can be of changing an action forrsagy
event in a state, changing the next state aftaamsition,
changing the start state and add or remove a Stadenumber
of mutations is selected from a Poison probabdlistribution
with an expected value of 2. The crossover exclastees
and transitions originating from the selected stdietween
two FSM in a uniform way. All FSM undergo a coriieat
process to fix error that might occur during theperations,
such as a transition pointing to a non-existingesta

Every generation undergoes the 10 trials for 500

generations, but, in the first 200 generations lécy), the
vocalizer creature is not present and interpradersiot have
an auditory sensor, but in the 300 subsequent geoes the
vocalizer creature is present and interpretersabte to hear
(cycle 2). At the start of cycle 2, all creatures set to ignore
the vocalizations, as if it was not relevant, butsmall
mutation probability is set for changing the kindresponse
to vocalizations which can be of reacting to theymioving
to or to link it with the view of a resource. Thisrresponds to
a change to a Type 1 cognitive architecture (inchxior to a
Type 2 cognitive architecture (symbolic). Besidese t
probability of going from Type 1 architecture to pEy 2
architecture is lower than the other way aroundsitoulate
the fact that such a significant cognitive changendt that
easy to happen.

We are interested in observing the overall adaptati
process to the foraging task, and are speciallyded on the
interpretation process, related to the cognitivehigecture
type, that might result.

Results

To evaluate conditions that might conduct to eittzar

indexical interpretation or to a symbolic interptén of

vocalizations (or even no interpretation at ally fivst ran the
experiment as described above and observed thatevary

process and its final result, to see what kind @falization

response and what type of cognitive architectureulevo
prevail and consequently what type of interpretafiwocess
would be chosen. In figure 4, we present the fér@efshe best
individual, the mean fithess of the 10 best indinl$ and the
mean fitness for the population. In just a few gatiens, best
individuals where able to collect more than 200ouese

items and then their foraging success oscillatesirat 300

items until the end of cycle 1.

Checking the FSM controlling the creatures, byegation
50, they can almost correctly respond to the viewao
resource: if it is ahead, move forward, if in tledt Iside, turn
left, if at resource, collect resource, but stilithw bad
responses when resource is at right side or at ek when
nothing is seen, they move forward. The oscillaian
amount of items collected are due to the random gtssition
of individuals.

At the end of cycle 1, at generation 200, the betividual
responds properly to the view of resource, but reagbt
optimally. This individual responds to the viewrekource in
the right with a turn to left, but since it alsspends to the
view of resource with a turn to the left, the finahavior
allows the creature to go in the direction of theaurce. If a
resource shows up at right it turns left, and ttlenresource
is at its back, so it turns left again, and th@wvese ends up at
the left side now and it turns left once more amehtmoves
forward to collect the resource.

After generation 200, cycle 2 starts, and a voealis
placed in the high quality resource position, angtt
continually a vocal call. At first all creaturesaset to ignore
anything heard, so they interpret this as nothingjlaWe can
observe from figure 3 that the population evaluatiapidly
increases and, in generation 210, the best indavideached
an amount of resources collected around 800. Tdligictuals
adapted fast to the presence of new informationthi@
environment, that enabled them to more easily éota¢ high
quality resource position. The evaluation of thestbe
individual also oscillates much less compared tecy. This
is because the start position does not affect ashnibe
individual ability to find the high quality resowgosition,
once the hearing sensor has a much greater raegetlie
visual sensor. But we are interested particularlyhie type of
response the individual has to vocalizations, wéeitwas an
indexical interpretation, a symbolic interpretatioor
interpreted as nothing. Figure 5 exhibits the tgpeesponse
the individuals had along the generations.

In cycle 1, the vocalizer is not present and irdlials are
not able to hear. But in cycle 2, their hearing seenis
functional and hearing stimulus are received, bt a
individuals start with a default behavior of igmagi data
coming from the hearing sensor and act as if ne@grdata
is available. In a short period, alternative regasnto hearing
a vocalization appear in the population, and byegation
205, the population is equally split with all thr&mds of
response:indexical responsesymbolical response anigjnore
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Figure 4: Evaluation of individuals along the getiems for
the first experiment.
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Figure 6: Evaluation of individuals along the getiems for
the second experiment.

response. This means, first, that tigmore response has
severely declined, and, second, that the otheraxworising
but tied. In a closer look at generation 205, we $2e that the
best individual is one that responds indexicallg aollected
728 resource units, and the best individual witimisglic
response collected 691 items. However, the mutatarator
that changes a Type 1 cognitive architecture (ifoddx to a
Type 2 cognitive architecture (symbolic) has a euibw
probability of happening, and once learning to dauate
sensory data with correct moves is an easy proicessis
context, as we can see from the fast adaptatiogale 1, and,
moreover, moving from Type 2 architecture to Typs fnore
probable than the other way around, adaptationslving
indexical response stabilize faster and take over
individuals, exactly what happened after genera2idd.
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Figure 7: Response type of individuals along theegations
for the second experiment.

To further test our computational model, we stadetew
set up for our experiment, where actions coordimatin
RD1m would be harder to acquire. For that, we inepas
restriction that before any movement (moving forvand
turning), the creature had to ‘prepare’ itself @avimg a null
action (do nothing response). To appropriately dvate its
actions then, the creature must use its interregest(finite
states machines are capable of dealing with intstages), to
‘remember’ whether a preparatory action was talethen
take. This makes the task of coordinating sensa datl
appropriate actions harder.

After simulating these conditions, it can be nali¢hat it
took longer, in cycle 1, for the creatures to eecdw adequate
behavior to collect food. By generation 50, for rexpde, the
best individual was still not able to move itselband when
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no resource was seen, it was only able to collewsaurce
when it was placed in front, to the left, or expeil a resource
position. Only after generation 160, the creatwsested to

move forward when no resource was seen, insteataging

stil when nothing is seen. Comparing to the presio
experiment, this new challenge considerably requimore

effort for adaptation. The amount of resourceseatéid by the
creatures is also lower then in the previous exrpemis, due
to fact that they spend a lot of the iterationsefyaring’

movements (figure 6).

After cycle 2 starts in this second experiment, @&
notice that the amount of resources collected byctieatures
grows almost as fast as in the same transitionhén first
experiment. By generation 217, around 550 resous®
collected by the best individual. But the vocalizat
interpretation evolution was not as smooth as ia finst
experiment (figure 7).

In the start of cycle 2, only indexical responsggesar as an
alternative to ignore heard signs, and by generaib? the
population is split between ignoring the vocaliaatiand
indexically responding to it with a direct actioBut even
though the vocalization helps finding the high dyal
resource, an indexical response to it is quitetyapiroviding
bad actions as responses. By generation 213, ts¢ fi
creatures start responding symbolically to the lmaton,
interpreting it as if a resource was seen, andimguthe
already acquired behavior in cycle 1. The symbgponse
take over the population after 20 generations anadppted
by the majority of the population. Nevertheless, vem see
that this response preference is not as stableeagdlexical
response in experiment 1, because it is more pteliabgo
from a symbolic response to a indexical responsa tine
other way around. But all 10 best individuals inctea
generation, after this convergence, are interpyetthe
vocalization symbolically.

Discussion

These two experiments allow us to see conditiora th
might guide the emergence of indexical or symbolic
interpretation. In the first experiment, the acdgiga of
indexical competence, for associating arbitrary signs direct
to expected motor responses is a cheap procegzewlls in
the population, even though the creatures alreagyiged the
ability to coordinate visual sensory data with @t during
cycle 1, and reusing this ability for auditory datauld seem
faster. This is due to the relative ease of legminnew
ability, in face of the low probability to acquitbe ability of
symbolic response.

In the second experiment, the cost of coordinaseigsory
data and actions is higher, and the adaptationywibslic
responding to vocalizations does act as a viabfgnitive
shortcut, that will use the already costly acquired trait o
coordinating RD1s visual and RD1m, so there is eednto
learn a new coordination again. We propose thatzbslic
interpretation process can happen if a cognitigi is hard to
be acquired and the symbolic interpretation of gn swill
connect it with another sign for which the creataiready has
an appropriate response.

One further test we ran (to be described in a é&utmork)
was of removing cycle 1 from the second experinzert let
the simulation start at cycle 2, with the vocalipkaced in the
high quality resource and all creatures able tor,hbeat
starting with random FSMs. It would be expected giace
there was no acquired trait a symbolic responseldvoo
prevail, but surprisingly the creatures spend quitdew
generations ignoring any sign heard. Only aftey thes able
to almost adequately coordinate visual data witioas, they
start interpreting the vocalizations, and they db i
symbolically.

Conclusion

The emergence of interpretation processes in catipogl
models is an open issue in Atrtificial Life experimg Even
though there has been already many experimentshen t
emergence of different traits of communication eyst, the
research area still lacks studies on the modalitiggocesses
underling the interpretation of the signs been comicated,
and on the conditions that might conduct to thergemce of
different modalities of interpretation.

Here we proposed a synthetic experiment to exairtiae
conditions for the emergence of symbolic and incixi
interpretation processes. Simulated creatures cimiédpret
available vocalizations in three ways: not intefipg it,
interpreting it indexically or interpret it symbodilly. From
the results obtained, we can conclude that indéxic
interpretation can emerge when the acquisition dafiract
coupling of sensory and motor domains is a cheaggss,
and symbolic interpretation of signs can emerge esgnitive
shortcut across different sensory modalities, when
coordinating representations and actions directlya icostly
trait to acquire.

These are initial experiments on the study of cioas for
the emergence of different modalities of interpieta
processes. Other possible set ups for our expetiméh
make certain connections faulty (like the connectietween
RD1s visual and RD1m) and test the robustness if th
competence and of it being used as a cognitive taltor
Furthermore, another experiment will also be burit a
scenario where all creatures can hear each othegratso
vocalize, with no immovable creature, and testomy sign
interpretation processes but also sign productiongsses.
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