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Abstract

We study the convergence properties of the
Expectation-Maximization algorithm in the
Naive Bayes model. We show that EM can
get stuck in regions of slow convergence, even
when the features are binary and i.i.d. con-
ditioning on the class label, and even un-
der random (i.e. non worst-case) initializa-
tion. In turn, we show that EM can be boot-
strapped in a pre-training step that computes
a good initialization. From this initializa-
tion we show theoretically and experimen-
tally that EM converges exponentially fast to
the true model parameters. Our bootstrap-
ping method amounts to running the EM al-
gorithm on appropriately centered iterates of
small magnitude, which as we show corre-
sponds to effectively performing power itera-
tion on the covariance matrix of the mixture
model, although power iteration is performed
under the hood by EM itself. As such, we
call our bootstrapping approach “power EM.”
Specifically for the case of two binary fea-
tures, we show global exponentially fast con-
vergence of EM, even without bootstrapping.
Finally, as the Naive Bayes model is quite ex-
pressive, we show as corollaries of our conver-
gence results that the EM algorithm globally
converges to the true model parameters for
mixtures of two Gaussians, recovering recent
results of [XHM16, DTZ17].

1 Introduction

The Expectation-Maximization (EM) algorithm is one
of the most widely used heuristics for maximum like-
lihood estimation in statistical models with latent

Proceedings of the 21𝑠𝑡 International Conference on Ar-
tificial Intelligence and Statistics (AISTATS) 2018, Lan-
zarote, Spain. PMLR: Volume 84. Copyright 2018 by the
author(s).

variables. Since its introduction by statisticians four
decades ago [DLR77, Wu83, RW84], it has found
myriad applications with more than 50k citations(!)
in Google scholar. Despite its wide use and ap-
plicability, we have very limited understanding of
its convergence to the maximum likelihood estimate
(MLE). Only local convergence guarantees are gen-
erally known [Wu83, Tse04, CH08, BWY14], except
for some very recent work establishing its global con-
vergence for the case of balanced mixtures of two
Gaussian distributions with known covariance matri-
ces [XHM16, DTZ17].

The heart of the challenge in analyzing the conver-
gence of the algorithm to the true MLE stems from the
fact that statistical estimation in the presence of latent
variables commonly results in non-convex likelihood
landscapes. The EM algorithm provides a widely ap-
plicable method for navigating such non-convex land-
scapes,1 but it can get stuck in local optima or re-
gions of slow convergence, as we discuss shortly. In
this light, understanding the convergence properties
of the EM algorithm falls under the general theme of
understanding non-convex optimization methods in in-
ference and estimation, which have been the focus of
renewed interest in recent years; e.g. [NIP16].

In this paper, we study the convergence of the
Expectation-Maximization algorithm for one of the
most common models where it is used, the Naive Bayes
model. Introduced in the 1950s the Naive Bayes model
has been studied extensively for classification tasks
and is competitive to more advanced methods with
appropriate preprocessing; see e.g. [RST+03]. We will
consider the two-class naive Bayes model of Figure 1,
whose latent (a.k.a. class) variable 𝐶 takes two val-
ues 1 and 2, and whose observable (a.k.a. feature)
variables 𝑋1, . . . , 𝑋𝑛 take values in some finite set
𝐾 = {1, . . . , 𝑘}.2

1For completeness, we provide a detailed description of
the algorithm in Appendix A.

2Of course, it is not important that 𝑋1, . . . , 𝑋𝑛 all take
values in the same set {1, . . . , 𝑘}. We can always take 𝐾
to be the union of the domains of individual features and
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Figure 1: The Naive Bayes Classifier

Throughout the paper we will assume for simplicity
that 𝐶 takes values 1 and 2 uniformly at random, i.e.,
that the two classes are equally likely. We call such
models balanced. As the graphical representation of
the model implies, conditioning on the value of the
class label 𝐶, the variables 𝑋1, . . . , 𝑋𝑛, representing
the values of different features, are independent.

Our goal is to understand whether the Expectation-
Maximization (EM) algorithm of Dempster et
al. [DLR77, Wu83] is able to identify the unknown
parameters of the model, i.e. the distribution of each
feature, conditioning on each possible value of the
class variable 𝐶. As we have already discussed,
the difficulty in analyzing EM stems from the non-
convex likelihood landscape that it is trying to navi-
gate. To isolate the complexity arising from the non-
convexity of the likelihood landscape from the errors
arising from sampling, recent work on EM has focused
on the so-called population version of the EM algo-
rithm [BWY14, XHM16, DTZ17], where we assume
access to infinitely many samples from the mixture
distribution. Studying the population version of the
algorithm disentangles the study of whether EM is
able to navigate the non-convex likelihood landscape
from sampling errors. Moreover, as exhibited by re-
cent work, understanding the behavior of the popula-
tion version can often be leveraged to also bound its
error rate in the finite sample regime. Accordingly,
we start our investigation in this paper with studying
the convergence properties of the population version
of the EM algorithm in the Naive Bayes model. We
then extend our results to obtain error rates in the
finite sample regime. We also perform experimental
evaluation of our results, as discussed below.

Our Results. Let us first anchor our expectations
about the behavior of EM in the Naive Bayes model.
In Section 6, we perform simulations showing that the
algorithm may get stuck in regions with very slow
convergence, even when the features are binary and
i.i.d. conditioning on the class label, but the EM algo-
rithm is agnostic of this symmetry in the features. In
fact, as we show, this happens with large probability

rename its elements so that the resulting set is {1, . . . , 𝑘} .

even from random initialization. Our simulations are
discussed in Section 6 and Figures 7–9, although the
notation of Section 2.1 is needed to understand the
discussion and the figure captions.

Given our simulation results we cannot hope for global
and fast convergence of the EM algorithm in the Naive
Bayes model. So what we do next is (1) identify mod-
els in which global and exponentially fast convergence
of the EM algorithm holds; (2) identify models where
global and exponentially fast convergence can be guar-
anteed under a good initialization; and (3) identify
ways to perform a good initialization.

Here are our findings on the first front.
Theorem 1 (Global Convergence 1). Consider sam-
ples from a balanced two-class Naive Bayes model with
2 binary features. Then population EM converges
exponentially fast to maximum likelihood parameters
from any initialization. Moreover, the true model pa-
rameters are non-identifiable in this case and, in par-
ticular, EM converges to a curve of solutions contain-
ing the true model parameters.
Theorem 2 (Global Convergence 2). Consider sam-
ples from a balanced two-class Naive Bayes model with
𝑛 binary features that are i.i.d. conditioning on the
class label. Suppose that EM is cognizant of the sym-
metry of the features. Then population EM converges
exponentially fast to the true model parameters from
any initialization.

Theorem 1 appears as Theorem 7 in Section 3, and
Theorem 2 appears as Theorem 8 in Section 4. The
notation of Section 2.1 is needed to understand the
statements of the latter theorems, but they are re-
statements of Theorems 1 and 2. All statements apply
to the population EM iteration (2.2) derived in Sec-
tion 2.1.

Exploiting the expressive power of the Naive Bayes
model, we derive as corollary of Theorem 2 that the
population EM algorithm exhibits exponentially fast
and global convergence to the true model parameters
for balanced mixtures of two single-dimensional Gaus-
sians, recovering recent results of [XHM16, DTZ17].
Theorem 3 (Global Convergence 3). Consider sam-
ples from a balanced mixture of two single-dimensional
Gaussians with known variances. Then population EM
converges exponentially fast to the true model param-
eters from any initialization.

As we have already discussed, in the setting of Theo-
rem 2, if EM is agnostic to the symmetry of the fea-
tures, then it may get stuck in regions of very slow
convergence. What we study next is whether there
exists a canonical initialization of the EM algorithm
that lands it in a region of fast convergence. We pro-
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pose a particular kind of initialization which amounts
to bootstrapping EM itself. In particular, we propose
to run EM on appropriately centered iterates of small
magnitude. In this regime, we show that EM iterations
effectively perform power iterations on the covariance
matrix of the mixture model.
Theorem 4 (PowerEM). Consider samples from a
balanced two-class Naive Bayes model with 𝑛 features
taking 𝑘 values. In particular, let us view the Naive
Bayes model as sampling vectors 𝑥 ∈ {0, 1}𝑘·𝑛, where
𝑥𝑖𝑗 = 1 iff the 𝑖-th feature takes the 𝑗-th value. As the
magnitude of the EM iterate tends to 0, the iteration
of population EM converges to the power iteration on
the covariance matrix of the distribution.

See Theorem 10 for a more detailed description of our
result. Both statements apply to the population EM
iteration 2.1 as derived in Section 2. We call per-
forming EM iterations in the small-magnitude-iterate
regime “PowerEM.”

Our proposed initialization procedure is to run Pow-
erEM (i.e. run EM with small magnitude iterates) for
a few steps, then blow up the magnitude of the result-
ing iterate and continue with EM iterations. We call
this algorithm “Power Pretrained EM,” and we detail
it in Section 7.1. We show the following.
Theorem 5 (Exponentially Fast Convergence of
Power Pretrained EM). Consider samples from a bal-
anced two-class Naive Bayes model with 𝑛 binary fea-
tures that are i.i.d. conditioning on the class label.
Suppose that EM is ignorant of the symmetry of the
features. Then Power Pretrained EM converges expo-
nentially fast to the true model parameters.

See Theorem 11 for a more detailed statement. Recall
that without the PowerEM iterations, EM would get
stuck in regions of slow convergence, as shown by our
simulation results discussed earlier. While our theo-
retical guarantees (of Theorem 5) that the Power Pre-
trained EM algorithm converges to the true model pa-
rameters holds for the case of symmetric features, we
perform simulations to study the superiority of Power
Pretrained EM in broader settings. Our simulation
results are discussed in Sections 7. For example, Fig-
ure 13 shows how the Power Pretrained EM (orange
graph) performs significantly better compared to ran-
domly initialized EM (blue graph), with the quality of
the Power Pretrained EM improving with the number
of steps of Power EM performed (left to right).

Finally, while our theoretical results stated above per-
tain to the population EM algorithm, we can exploit
our analysis to obtain finite sample statements.
Theorem 6 (Finite Samples). In the settings of The-
orems 1–5, the error rate of the finite sample EM algo-
rithm is 𝑂(𝑛/

√
𝑁), where 𝑁 is the number of samples.

2 Preliminaries

We derive the update rule of the population EM algo-
rithm for the two-class Naive Bayes model described
in Section 1. We will assume, without loss of gen-
erality, that the marginal distribution of each feature
is uniform over 𝐾. If this is not the case, we can—
agnostically with respect to the parameters of the
model that we do not know—process the samples we
receive to make the feature marginals uniform over 𝐾
in a way that we also know a one-to-one correspon-
dence between the parameters of the resulting Naive
Bayes model and the original Naive Bayes model. This
is explained in Appendix B. With this assumption, we
can parametrize the Naive Bayes model with 𝑛 vectors
𝜇1, . . . ,𝜇𝑛 ∈ [−1, 1]

𝑘 satisfying 𝜇𝑖 · 1 = 0 so that the
distribution of feature 𝑖 conditioning on the class label
being 1 and 2 respectively is

1 + 𝜇𝑖

𝑘
and

1− 𝜇𝑖

𝑘
.

For a Naive Bayes model parametrized by a vector
𝜇, we will denote by 𝑝𝜇 its probability distribution.
We will view 𝑝𝜇 as a distribution sampling vectors
𝑥 = (𝑥1, . . . ,𝑥𝑛) ∈ {0, 1}𝑘·𝑛. Each 𝑥𝑖 is a vector in
{0, 1}𝑘 representing the state of feature 𝑖; in particular,
𝑥𝑖𝑗 = 1 iff feature 𝑖 takes value 𝑗.

The population EM update for the Naive Bayes model
is presented in Lemma 1, whose proof is provided in
Appendix A.1.

Lemma 1 (Population EM update). If 𝜆(𝑡) =(︁
𝜆
(𝑡)
1 , . . . ,𝜆

(𝑡)
𝑛

)︁
is the current estimate of the param-

eters 𝜇 = (𝜇1, . . . ,𝜇𝑛) of the Naive Bayes model, the
new estimate 𝜆(𝑡+1) after one iteration of the popula-
tion EM algorithm is

𝜆(𝑡+1) = 𝑘 E
𝑥∼𝑝𝜇

[︂
tanh

(︁
tanh−1(𝜆(𝑡)) · 𝑥

)︁(︂
𝑥− 1

1

𝑘

)︂]︂
(2.1)

where tanh−1(𝜆(𝑡)) denotes the vector resulting from
pointwise application of tanh−1 on the coordinates of
𝜆(𝑡), i.e. tanh−1(𝜆(𝑡)) =

(︁
tanh−1

(︁
𝜆
(𝑡)
𝑖𝑗

)︁)︁
𝑖𝑗
.

2.1 The Binary Features Case

When the features are binary (𝑘 = 2), we can simplify
our notation somewhat. First, we can shrink 𝑥 to a
𝑛-dimensional vector as, if we know that feature 𝑖 does
not take value 1 (respectively 2), we can deduce that it
takes value 2 (respectively 1). In fact, for convenience
we will think of 𝑥 as a ±1 vector (rather than a 0/1
vector that we have used in previous sections), where
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𝑥𝑖 = 1 iff feature 𝑖 takes value 1. Under our uniform
feature marginals assumption, we can similarly shrink
vector 𝜇 to a 𝑛-dimensional vector in [−1, 1]𝑛, with
the understanding that 1

2 (1 + 𝜇𝑖) is the probability
that feature 𝑖 takes value 1, conditioning on the class
label being 1, and 1

2 (1 − 𝜇𝑖) is the probability that
feature 𝑖 takes value 1, conditioning on the class label
being 2.

With these simplifications in notation, we will think
of 𝑝𝜇 as a distribution supported on {±1}𝑛 and
parametrized by 𝜇 ∈ [−1, 1]𝑛. We will also denote
by 𝑑𝜇 the conditional of 𝑝𝜇, conditioning on the class
label being 1. This is a product measure over {−1, 1}𝑛
where the distribution of the 𝑖th feature has mean 𝜇𝑖.
It is easy to see that the conditional of 𝑝𝜇, conditioning
on the class label being −1, is 𝑑−𝜇, and

𝑝𝜇 =
1

2
𝑑𝜇 +

1

2
𝑑−𝜇.

The population version of the expectation-
maximization algorithm in this setting maintains
a guess 𝜆 ∈ [−1, 1]𝑛 of the parameter 𝜇.

Lemma 2 (Naive Bayes EM with Binary Features).
Consider the population EM algorithm for the Naive
Bayes model with 𝑛 binary features described above.
If 𝜆(𝑡) =

(︁
𝜆
(𝑡)
1 , . . . , 𝜆

(𝑡)
𝑛

)︁
is the current estimate of

the parameters 𝜇 = (𝜇1, . . . , 𝜇𝑛) of the Naive Bayes
model, the update that the population EM algorithm
will perform is:

𝜆(𝑡+1) = E
𝑥∼𝑑𝜇

[︁
tanh

(︁
tanh−1(𝜆(𝑡)) · 𝑥

)︁
𝑥
]︁

(2.2)

where tanh−1(𝜆(𝑡)) denotes the vector resulting from
pointwise application of tanh−1 on the coordinates of
𝜆(𝑡), i.e. tanh−1(𝜆(𝑡)) =

(︁
tanh−1

(︁
𝜆
(𝑡)
𝑖

)︁)︁
𝑖
.

The proof of Lemma 2 appears in Appendix A.2.

Remark. Note both the similarity and the dissim-
ilarity of Eq. (2.2) and our iteration for non-binary
features of Eq (2.1). In both cases the iteration of
the algorithm is compactly expressible in terms of the
tanh(·) and its inverse. On the other hand, the bi-
nary case allows for a further simplification seen in
Eq (2.1), where the update is expressed as an expec-
tation with respect to one of the two conditionals of
the mixture. It is interesting to observe the similar-
ity of this expression with the population EM itera-
tion applied to mixture of two Gaussians with known
covariances [DTZ17, XHM16]. We will explore this
connection more in Section 5.

3 Two Binary Features Convergence

In this section, we study the convergence of the EM
iteration (2.2) as presented in Lemma 2 for the case
of two binary features (𝑛 = 2). Interestingly, we show
that in this case it is information theoretically impos-
sible to estimate the true parameters 𝜇 = (𝜇1, 𝜇2) ex-
actly. Instead, any vector of parameters 𝜇′ = (𝜇′

1, 𝜇
′
2)

that satisfies 𝜇′
1𝜇

′
2 = 𝜇1𝜇2 is a valid maximum likeli-

hood solution for the estimation task. We prove that
the EM iteration (2.2) converges geometrically to such
a maximum likelihood solution 𝜆* with 𝜆*

1𝜆
*
2 = 𝜇1𝜇2.

Figure 2: EM paths (𝜆
(0)
1 , 𝜆

(0)
2 ) → ... → (𝜆

(𝑡)
1 , 𝜆

(𝑡)
2 )

under different initializations for 𝜇 = (1/2, 1/2). The
iterations converge to the curve(s) 𝜆1𝜆2 = 1/4.

Theorem 7. Consider the population EM algorithm
for the Naive Bayes model with two binary features.
Let 𝜆(𝑡) =

(︁
𝜆
(𝑡)
1 , 𝜆

(𝑡)
2

)︁
be the estimate of the parame-

ters 𝜇 = (𝜇1, 𝜇2) of the Naive Bayes model at step 𝑡.
We have that⃒⃒⃒
𝜆
(𝑡+1)
1 𝜆

(𝑡+1)
2 − 𝜇1𝜇2

⃒⃒⃒
≤
√︀

1 − 𝜇1𝜇2

⃒⃒⃒
𝜆
(𝑡)
1 𝜆

(𝑡)
2 − 𝜇1𝜇2

⃒⃒⃒
.

Moreover, any estimate 𝜆 such that 𝜆1𝜆2 = 𝜇1𝜇2 has
the same likelihood and hence it is information theo-
retically impossible to distinguish between them.

We present the proof of Theorem 7 in Appendix C.
Figure 2 illustrates the behavior of the EM algorithm
in a typical scenario with two binary features.

4 Many i.i.d Features Convergence

We now focus on a case with many different features
that are all independently and identically distributed
(i.i.d), i.e. all the means 𝜇𝑖 are equal to 𝜇. Starting
from an initial guess 𝜆(0) = (𝜆(0), ..., 𝜆(0)) with equal
coordinates, the EM iteration of Lemma 2 can be writ-
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ten as follows

𝜆
(𝑡+1)
𝑖 = 𝑀𝑖(𝜆

(𝑡),𝜇)

= E
𝑥∼𝑑𝜇

⎡⎣tanh

⎛⎝tanh−1(𝜆(𝑡))

⎛⎝ 𝑛∑︁
𝑗=1

𝑥𝑗

⎞⎠⎞⎠𝑥𝑖

⎤⎦ .

Since for all 𝑖, 𝑗, 𝜆(𝑡)
𝑖 = 𝜆

(𝑡)
𝑗 we get that 𝜆(𝑡+1)

𝑖 = 𝜆
(𝑡+1)
𝑗

as well. Figure 5 in Appendix J shows how the itera-
tion function looks like together with its fixed points
for 𝑛 = 5 and 𝜇 = 1/2.

We now show that 𝑀𝑖(·, 𝜇) is an increasing function.
Since 𝑀𝑖(𝜆

(𝑡), 𝜇) = 𝑀𝑗(𝜆
(𝑡), 𝜇), we can write

𝜆
(𝑡+1)
𝑖 = 𝑀𝑖(𝜆

(𝑡),𝜇) =
1

𝑛

𝑛∑︁
𝑗=1

𝑀𝑗(𝜆
(𝑡),𝜇)

=
1

𝑛
E

𝑥∼𝑑𝜇

⎡⎣tanh

⎛⎝tanh−1(𝜆(𝑡))

𝑛∑︁
𝑗=1

𝑥𝑗

⎞⎠ 𝑛∑︁
𝑗=1

𝑥𝑗

⎤⎦
which implies that

𝑑𝑀𝑖

𝑑𝜆
(𝜆(𝑡),𝜇) = E

𝑥∼𝑑𝜇

[︂
tanh′

(︁
tanh−1(𝜆(𝑡))

𝑛∑︁
𝑗=1

𝑥𝑗

)︁
· tanh−1′(𝜆(𝑡))

(︁ 𝑛∑︁
𝑗=1

𝑥𝑗

)︁2]︂
.

Since tanh′(·) and tanh−1′(·) are both positive func-
tions, we get that 𝑀𝑖 is an increasing function of 𝜆.

Now we proceed to bound the convergence rate of the
EM iteration. To derive the convergence rate bound
we follow the sensitivity method developed in [DTZ17]
and we get the following theorem.
Theorem 8. Consider the population EM algorithm
for the Naive Bayes model with 𝑛 > 2 i.i.d features,
where 𝜇 = 𝜇𝑖 = 𝜇𝑗 > 0. When initialized at a point
𝜆(0) such that 𝜆(0) = 𝜆

(0)
𝑖 = 𝜆

(0)
𝑗 with 𝜆(0) > 0, the

parameters 𝜆(𝑡) satisfy⃒⃒⃒
𝜆(𝑡+1) − 𝜇

⃒⃒⃒
≤ 𝜅(𝑡)

⃒⃒⃒
𝜆(𝑡) − 𝜇

⃒⃒⃒
,

where

𝜅(𝑡) =
(︁

1 − min(𝜆(𝑡), 𝜇)2
)︁𝑛−2

2

.

Moreover 𝜅(𝑡) is a decreasing function of 𝑡. In partic-
ular 𝜅(𝑡) ≤ 𝜅(0) and hence the above relation implies
geometric convergence of EM in this case.

The proof of Theorem 8 can be found in Appendix D.

Figure 6 in Appendix J shows experimentally how the
distance

⃒⃒
𝜆(𝑡) − 𝜇

⃒⃒
evolves during the EM iterations

for 𝑛 = 5, 𝜇 = 1/2 and 𝜆(0) = 1/10. The convergence
speed matches the geometric convergence guaranteed
by Theorem 8.

5 Application to Mixture of Single
Dimensional Gaussians

In the case of mixture of two Gaussians with known
variances and unknown means, the latent variable 𝐶
corresponds to the class number and it takes values
1 and 2 as in the Naive Bayes case as we defined in
Section 2. The observable random variable 𝑋 takes
real values and the distribution of 𝑋 conditioning on
the class label being 1 and 2 respectively is 𝜇 and −𝜇.
Therefore the mixture distribution of the observable
variable 𝑋 is

𝑝𝜇(𝑥) = 0.5 · 𝒩 (𝑥;𝜇, 𝜎2) + 0.5 · 𝒩 (𝑥;−𝜇, 𝜎2),

where 𝒩 (𝑥;𝜇, 𝜎2) is the density at point 𝑥 of the nor-
mal distribution with mean 𝜇 and variance 𝜎2. We
assume that we know the variance parameter 𝜎2. For
this case [DTZ17] have shown that the EM update
takes the following form (Equation (3.1) [DTZ17])

𝜆(𝑡+1) = 𝑀(𝜆(𝑡), 𝜇) = E𝑥∼𝒩 (𝜇,𝜎2)

[︂
tanh

(︂
𝜆(𝑡)𝑥

𝜎2

)︂
𝑥

]︂
.

(5.3)

In this section we reprove the convergence theorems of
[XHM16, DTZ17], (1D version of Theorem 1 [XHM16],
Theorem 1 [DTZ17]), using as main tool the statement
of Theorem 8. This way we illustrate the expressive
power of the Naive Bayes model and we show that the
convergence analysis of EM in this case can serve as
a tool for analyzing the convergence properties of EM
in other models that can even involve continuous dis-
tributions. More precisely the theorem that we prove
is the following.
Theorem 9. In the single dimensional case of bal-
anced mixture of two Gaussian distributions with
means 𝜇 and −𝜇 when 𝜆(0), 𝜇 > 0, the parameters
𝜆(𝑡) defined by (5.3) satisfy⃒⃒⃒

𝜆(𝑡+1) − 𝜇
⃒⃒⃒
≤ 𝜅(𝑡)

⃒⃒⃒
𝜆(𝑡) − 𝜇

⃒⃒⃒
where

𝜅(𝑡) = exp

(︂
−min(𝜆(𝑡), 𝜇)2

2𝜎2

)︂
Moreover 𝜅(𝑡) is a decreasing function of 𝑡. In partic-
ular 𝜅(𝑡) ≤ 𝜅(0) and hence the above relation implies
geometric convergence of EM in this case.

We present the proof of Theorem 9 in Appendix G.

Remark. The reduction that is used in the proof can
be generalized to mixture of Gaussians in higher di-
mensions following a similar path. Hence the more
general convergence properties of EM in the Naive
Bayes model can be used to prove corresponding
convergence properties of EM for the case of multi-
dimensional Gaussians.
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6 Cases of Slow Convergence

In the previous section, we considered the scenario
where both the mean vector and our initial guess have
identical coordinates, i.e. 𝜇𝑖 = 𝜇𝑗 and 𝜆

(0)
𝑖 = 𝜆

(0)
𝑗 .

We saw that in this case the EM algorithm converges
to the true parameters 𝜇 geometrically and one would
expect that such geometric convergence generalizes to
other cases where coordinates may not be equal.

Unfortunately, this is not true as we show in this Sec-
tion. We provide a counter-example where the conver-
gence of EM is extremely slow even when all means
are identical, i.e. 𝜇𝑖 = 𝜇𝑗 and the initial vector 𝜆(0) is
such that all coordinates but one are equal. Figure 7 in
Appendix J shows the execution of EM algorithm for
𝑛 = 5, 𝜇 = (1/10, 1/10, 1/10, 1/10, 1/10) and different
initial guesses of the form (𝜆1, 𝜆2, 𝜆2, 𝜆2, 𝜆2).

Such slow convergence cannot be avoided simply by
random initialization. Figure 8 presented in Ap-
pendix J, shows that even with random initialization
there is high probability that the EM algorithm will
reach a region of slow convergence even when all 𝜇𝑖’s
are equal. In the more typical case (a), the algorithm
seems to get stuck in local optima and not move from
those at all. Even in the less typical scenario that
the execution of the algorithm behaves like case (b)
we can see that after a couple of iterations the con-
vergence to the fixed point still becomes slow. This
illustrates that the EM algorithm might not converge
very quickly when initialized with a guess that belongs
to some bad region of the space. Moreover, the size
of this bad region is big enough so that with random
initialization we end up in this region with high prob-
ability.

To further argue about the size of that region. We run
in parallel 100 EM executions with random initializa-
tion and we plot the distribution of the distances of
𝜆(𝑡) from 𝜇 for several time steps 𝑡. The results are
shown in Figure 9 presented in Appendix J.

As we can see in Figure 9 there is a small decrease
on the distance from the optimum, when we go from
step 𝑡 = 4 to the step 𝑡 = 10 as shown in part (a) of
the figure. But as we can see in part (b) of the figure
the improvement is very small from step 𝑡 = 10 to step
𝑡 = 20 and most of the mass of histogram has not been
moved at all.

In the next section, we show how to properly initialize
the EM algorithm to achieve fast convergence.

7 Pre-Training EM via “Power EM”

As we saw in Section 6 the Expectation-Maximization
algorithm may get stuck in regions of very slow conver-
gence even in very simple cases of Naive Bayes models.
One of our main contributions in this paper is propos-
ing a canonical initialization procedure that brings EM
to a region of fast convergence. We do this by boot-
strapping EM itself to identify a good initial point.
We show that running EM starting from a point of
small norm brings the algorithm to a subspace where
convergence is fast. In particular, we show that, in
the general Naive Bayes model that we are studying,
the EM iteration (2.1) is in fact, asymptotically as the
norm of the iterate 𝜆(𝑡) goes to 0, a power iteration
on the covariance matrix of the distribution. We show
how this can serve as a crucial initialization proce-
dure identifying a good subspace on which to run EM,
avoiding regions of slow convergence. We call the pre-
training approach of running EM with a small-norm-
iterate “Power EM.”

Theorem 10 (Power EM). Consider the population
EM update of equation (2.1) for the Naive Bayes
model. For notational convenience denote by 𝜆 and
𝜆′ the iterates before and after the update. Then:

𝜆′ = 𝑘 · E
𝑥∼𝑝𝜇

[︂(︂
𝑥− 1

𝑘
· 1
)︂
· 𝑥T

]︂
· 𝜆±𝑂(𝑘 · ‖𝜆‖31),

(7.4)

as ‖𝜆‖1 → 0. Notice that E𝑥∼𝑝𝜇

[︀(︀
𝑥− 1

𝑘 · 1
)︀
· 𝑥T

]︀
is

the covariance matrix of 𝑝𝜇, and that Eq (7.4) becomes
a power iteration as ‖𝜆‖1 → 0.

We present the proof of Theorem 10 in Appendix E.

Next we show that the principal eigenvector of the
covariance matrix E𝑥∼𝑝𝜇

[︀(︀
𝑥− 1

𝑘 · 1
)︀
· 𝑥T

]︀
is 𝜇.

Lemma 3. Whenever ‖𝜇𝑖‖2 = ‖𝜇𝑗‖2 > 0 for all
𝑖, 𝑗, the principal eigenvector of the covariance ma-
trix E𝑥∼𝑝𝜇

[︀(︀
𝑥− 1

𝑘 · 1
)︀
· 𝑥T

]︀
is 𝜇. Moreover, the ratio

of the largest to second-largest eigenvalue is at least
1 + 1

𝑘 (𝑛− 1) ‖𝜇1‖22.

The proof of Lemma 3 can be found in Appendix F.

7.1 Power Pretrained EM

In this section we propose a pretraining step of EM
that is based on Theorem 10 and Lemma 3. We prove
that this pretraining step brings EM to a region of
geometric convergence, avoiding the slow convergence
region presented in Section 6. The pretraining steps of
our algorithm is a bootstrapping step of EM itself. We
call the bootstrapped EM algorithm “Power Pretrained
EM”.
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Power Pretrained EM (𝐿)

1. Choose 𝑣 uniformly at random from [0, 1]𝑛 and
set 𝜆̃(0) = 𝑠𝑣 where 𝑠 = 1

𝑘‖𝑣‖1
.

2. Run EM starting from 𝜆̃(0) for 𝐿 steps to get an
estimate 𝜆̃(𝐿).

3. Set 𝜆(0) = 1
𝑠 𝜆̃

(𝐿) and run EM starting from this
point until it converges.

Combining Theorem 10 with some robust version of
Theorem 8 we can get the following theorem for the
convergence of Power Pretrained EM to the correct
parameters in the case of many i.i.d. features.
Theorem 11. Consider a balanced two-class Naive
Bayes model with 𝑛 binary features having the same
mean 𝜇𝑖 = 𝜇 ∈ (𝛿, 1 − 𝛿). Suppose we run the Power
Pretrained EM with 𝐿 ≥ log(𝑛/𝜀)

log(1+(𝑛−1)𝛿) for some 𝜀 > 0

and initial estimate 𝜆̃(0) chosen uniformly at random
from [−1, 1]𝑛. Let also 𝜆(𝑡) the estimates of 𝜇 while
iterating step 3. of Power Pretrained EM. Then, with
high probability at least 1/poly(𝑛), it holds that⃦⃦⃦

𝜆(𝑡+1) − 𝜇
⃦⃦⃦
≤ 𝜅 ·

⃦⃦⃦
𝜆(𝑡) − 𝜇

⃦⃦⃦
+ 𝜀

with 𝜅 = (1 − 𝛿)
𝑛−2
2 . This implies that

⃦⃦
𝜆(𝑡) − 𝜇

⃦⃦
−

𝜀
1−𝜅 geometrically converges to 0 with rate 𝜅.

The proof of Theorem 11 is deferred to Appendix H.

We now also verify Theorem 11 experimentally by run-
ning the Power Pretrained EM starting from exactly
the same initial guesses that we used to derive the bad
instances of the EM algorithm before. For the com-
parison to be fair we use the same total number of EM
iteration as we used before. That is the number of iter-
ations of both step 2. and step 3. of Power Pretrained
EM that we use are equal to the total number of iter-
ations of the original EM. We only need to decide the
parameter 𝐿 of Power Pretrained EM for which we try
several values. The results are summarized in Figure
10 in Appendix J

These results are exactly what we would expect from
the Theorem 11. The effect of the pretraining step is
pretty clear from the figures (a) - (c). In (a), when
𝐿 = 10 the step 2. of Power Pretrained EM hasn’t
converge yet to the direction of 𝜇 and we observe the
same bad behavior as with the original EM algorithm.
Although the situation is better for 𝐿 = 30 still the
vector 𝜆̃(𝐿) is not yet perfectly aligned with 𝜇 and the
progress towards the fixed point vanishes very quickly.
Finally for 𝐿 = 60 step 2. of Power Pretrained EM
has converge and hence our iteration is equivalent with
the single dimensional iteration presented in Section 4.

The same effect takes place in the figures (d)-(f) too
although in this case step 2. of Power Pretrained EM
seems to have converged even for 𝐿 = 30.

From the simulations we conclude that even in the eas-
ier instances of the original EM algorithm the Power
Pretrained EM increases the efficiency and hence it is
a good policy to do this pretraining step of EM in any
case.

To also validate the robustness of the effects presented
in Figure 10 we compute the distribution of estimates
after some steps of both the original EM and the Power
Pretrained EM and we compare them in Figure 11.

7.2 Convergence for Non-Identical Means

In the case of more than two binary features the the-
oretical analysis we followed so far does not apply ex-
actly the same way. The main difficulty that we face
is that now the principal eigenvector of the covariance
matrix of the mixture is not 𝜇 and hence the advan-
tage that we get from the pretraining step is not clear
and easy to prove. For this reason we experimentally
justify the improvement of Power Pretrained EM ver-
sus the original EM. As we will see the efficiency of
the algorithm increases very much and similar phe-
nomena with the identical mean - non identical guess
case happen. This verifies also our intuition that the
analysis of the later case gives a lot of information for
the behaviour of EM in this more general case.

Since the case with non-identical means is strictly more
general and difficult than the case with identical means
we don’t need to present more experimental evidence
that the EM performs poorly in this case. Indeed we
can see similar execution with the identical mean case.
This is illustrated in the next figure

0 20 40 60 80 100
t

0.1

0.2

0.3

0.4

0.5

λ(t) - μ

Figure 3: This figure shows the most typical sce-
nario that can be observed when running EM
with random initialization for 𝑛 = 5 and 𝜇 =
(0.053, 0.16, 0.09, 0.13, 0.06). When we say random ini-
tialization we mean again that 𝜆(0) is picked uniformly
at random from [0, 1]𝑛.
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We now directly apply the Power Pretrained EM algo-
rithm and the results are shown in the next figure and
in more detail in Figure 13 presented in Appendix J,
where we used different values of the parameter 𝐿 the
same way as we did in the previous section.

Original EM Power Pretrained EM

0 20 40 60 80 100
t

0.1

0.2

0.3

0.4

0.5

λ(t) - μ

Figure 4: This figure shows the comparison between
the execution of the original EM and the Power Pren-
trained EM for the same initial estimation. The Power
Pretrained EM is used with paramter 𝐿 = 60, the
number of features is 𝑛 = 5 and the real means of the
model are 𝜇 = (0.053, 0.16, 0.09, 0.13, 0.06).

The situation in this case is pretty similar to the corre-
sponding case in the previous section and we can derive
the same conclusions as before. The only difference is
that although the Power Pretrained EM reduces the
error of the algorithm very much it does not succeeds
to vanish it completely. The reason is that even when
the power method converges as we said the principal
eigenvector of the covariance matrix is not parallel to
𝜇. Hence the direction that we ended up with is not
perfect as it was in the previous section but has a small
error that appears also in our final error. But still the
a huge part of the error was reduced and the main
difficulty of the instance is captured and that’s why
we get this great improvement using Power Pretrained
EM instead of the original algorithm. Finally, we il-
lustrate the robustness of our results even in this case
of non-identical means in Figure 14 of Appendix J.

8 Convergence with Finite Samples

While our theoretical results stated above pertain to
the population EM algorithm, we can exploit our anal-
ysis to obtain finite sample statements of our results.
We show a general statement that allows us to con-
vert result for the population model to a result with
finite samples that achieves error rate 𝑂( 𝑛√

𝑁
) with 𝑁

samples.

When we have access to finite number of samples from
a balanced Naive Bayes model with two-classes and

𝑛 binary features having means 𝜇 and −𝜇, the finite
sample EM iteration takes the following form

𝜆̃(𝑡+1) = 𝑀̄(𝜆̃) =
1

𝑁

𝑁∑︁
𝑖=1

tanh
(︁

tanh−1(𝜆̃(𝑡)) · 𝑥𝑖

)︁
𝑥𝑖.

(8.5)

For this case we show the following theorem.
Theorem 12. Consider the finite sample Naive Bayes
EM algorithm for a setting with two-classes and 𝑛 bi-
nary features having means 𝜇 and −𝜇, respectively.
Moreover, suppose that there exists a region Λ and con-
stants 𝜅, 𝜀 ≥ 0 such that for all 𝜆(0) ∈ Λ, it holds that
the population iteration of EM given by (2.2) satisfies
𝜆(𝑡) ∈ Λ and⃦⃦⃦

𝜆(𝑡+1) − 𝜇
⃦⃦⃦
≤ 𝜅

⃦⃦⃦
𝜆(𝑡) − 𝜇

⃦⃦⃦
+ 𝜀.

Then, the EM algorithm with 𝑁 samples, whose iter-
ation is given by (8.5), converges to a point 𝜇*, such
that ‖𝜇− 𝜇*‖ ≤ 𝜀

1−𝜅 + 𝑂̃( 𝑛√
𝑁

).

The proof of Theorem 12 is given in Appendix I.
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