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Preface

Recently, a new field has emerged taking benefit of both domains: Data Mining (DM)
and Natural Language Processing (NLP). Indeed, statistical and machine learning
methods hold a predominant position in NLP research1, advanced methods such as
recurrent neural networks, Bayesian networks and kernel based methods are exten-
sively researched, and “may have been too successful (. . . ) as there is no longer much
room for anything else”2. They have proved their effectiveness for some tasks but one
major drawback is that they do not provide human readable models. By contrast, sym-
bolic machine learning methods are known to provide more human-readable model that
could be an end in itself (e.g., for stylistics) or improve, by combination, further meth-
ods including numerical ones. Research in Data Mining has progressed significantly in
the last decades, through the development of advanced algorithms and techniques to
extract knowledge from data in different forms. In particular, for two decades Pattern
Mining has been one of the most active field in Knowledge Discovery.

This volume contains the papers presented at the ECML/PKDD 2016 workshop:
DMNLP’16, held on September 23, 2016 in Riva del Garda. DMNLP’16 (Workshop
on Interactions between Data Mining and Natural Language Processing) is the third
edition of a workshop dedicated to Data Mining and Natural Language Processing
cross-fertilization, i.e a workshop where NLP brings new challenges to DM, and where
DM gives future prospects to NLP. It is well-known that texts provide a very challenging
context to both NLP and DM with a huge volume of low-structured, complex, domain-
dependent and task-dependent data. The objective of DMNLP is thus to provide a
forum to discuss how Data Mining can be interesting for NLP tasks, providing symbolic
knowledge, but also how NLP can enhance data mining approaches by providing richer
and/or more complex information to mine and by integrating linguistic knowledge
directly in the mining process. Out of 12 submitted papers, 6 were accepted.

The high quality of the program of the workshop was ensured by the much-
appreciate work of the authors and the Program Committee members. Finally, we wish
to thank the local organization team of ECML/PKDD 2016. and the ECML/PKDD
2016 workshop chairs Matthijs van Leeuwen, Fabrizio Costa, and Albrecht Zimmer-
mann.

September 2016 Peggy Cellier, Thierry Charnois
Andreas Hotho, Stan Matwin

Marie-Francine Moens, Yannick Toussaint

1 D. Hall, D. Jurafsky, and C. M. Manning. Studying the History of Ideas Using Topic
Models. In Proceedings of the 2008 Conference on Empirical Methods in Natural
Language Processing, pp. 363–371, 2008

2 K. Church. A Pendulum Swung Too Far. Linguistic Issues in Language Technology,
Vol. 6, CSLI publications, 2011.
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Using Machine Learning Methods and Linguistic 

Features in Single-Document Extractive Summarization 

Alexander Dlikman and Mark Last 

Department of Information Systems Engineering 

Ben-Gurion University of the Negev 

Beer-Sheva, Israel 

dlikman@post.bgu.ac.il, mlast@bgu.ac.il 

Abstract. Extractive summarization of text documents usually consists of rank-

ing the document sentences and extracting the top-ranked sentences subject to 

the summary length constraints. In this paper, we explore the contribution of var-

ious supervised learning algorithms to the sentence ranking task. For this pur-

pose, we introduce a novel sentence ranking methodology based on the similarity 

score between a candidate sentence and benchmark summaries.  Our experiments 

are performed on three benchmark summarization corpora: DUC-2002, DUC-

2007 and MultiLing-2013. The popular linear regression model achieved the best 

results in all evaluated datasets. Additionally, the linear regression model, which 

included POS (Part-of-Speech)-based features, outperformed the one with statis-

tical features only. 

Keywords: text summarization, part-of-speech tagging, supervised learning, 

regression, sentence ranking 

1 Introduction 

In this study, we seek to improve the performance of extractive summarization algo-

rithms by using multiple statistical and linguistic sentence features combined with ad-

vanced machine learning techniques. We apply the following four supervised learning 

algorithms to the extractive summarization task: Classification and Regression Trees 

(CART) [3], Cubist [9], linear regression, and a genetic algorithm. The algorithms are 

trained on benchmark corpora of summarized documents and compared to state-of-the-

art extractive summarization tools using the same feature sets.  The proposed super-

vised methodology for sentence extraction is based on a continuous similarity score 

between candidate sentences and human-generated gold standard summaries. For this 

purpose, a novel, Penalized Precision metric is introduced. 

In: P. Cellier, T. Charnois, A. Hotho, S. Matwin, M.-F. Moens, Y. Toussaint (Eds.): Proceedings of
DMNLP, Workshop at ECML/PKDD, Riva del Garda, Italy, 2016.
Copyright c© by the paper’s authors. Copying only for private and academic purposes.



2 Related Work 

2.1 Extractive Text Summarization 

Extractive summarization techniques identify the most important sentences in the input 

text(s) and combine them to create a summary of a pre-defined length. Various sentence 

scoring metrics, or features, have been proposed in literature. Gupta and Lehal [7] in 

their survey of text summarization techniques list the following groups of features: key-

word-based, title-based, location-based, length-based, proper noun and upper-case 

word-based, font-based, specific phrase-based, and features based on the sentence sim-

ilarity to other sentences in text.  The MUSE summarization algorithm [15, 14] is a 

representative example of an extractive summarizer, built upon 31 statistical sentence 

metrics. These metrics are divided into structure-based, vector-based and graph-based 

groups. The MUSE summarizer uses a supervised approach with Genetic Algorithm to 

find the best feature weights from a given corpus of summarized documents. 

 Several extractive summarization approaches make use of linguistic sentence scor-

ing metrics for text representation and calculation of the final sentence score. The most 

typical approach is the use of proper nouns or upper case words [7, 11, 12].  Fattah and 

Ren [5] use the count of numerical data and proper noun occurrences in a sentence. Al-

Hashemi [2] employs human-generated rules based on POS (Part-of-Speech) sequences 

in an extractive summarization system. Mihalcea and Tarau [18] present a graph-based 

model for keyword extraction which makes use of POS tags. In this approach, a graph 

represents the text and interconnects words or other text entities. The authors propose 

several options including all words, only nouns, only nouns and verbs or only nouns 

and adjectives. One of conclusions of Mihalcea and Tarau's study shows that the per-

formance of models without POS information is significantly lower than those that con-

sider POS information. 

2.2 Machine Learning Methods for Sentence Extraction 

In the regression approach to the sentence ranking task, the score of each candidate 

sentence 𝑠 is evaluated as a weighted average of all its features [20].  The feature 

weights can be found by various machine learning techniques such as a linear regres-

sion [5] or a Genetic Algorithm [14].  Ouyang et al. [21] apply a Support Vector Re-

gression (SVR) model to the task of query-based, multi-document extractive summari-

zation. Their SVR framework is based on a set of seven sentence features.  Galanis et 

al. [6] present an Integer Linear Programming (ILP) based approach for extractive, 

query-based multi-document summarization. The proposed method simultaneously 

maximizes both the importance of the sentences that are included in a summary as well 

as their diversity. In order to find a sentence’s importance score sentence, the authors 

use SVR model based on five various predictors (sentence features). The “true” im-

portance (outcome of the regression) is obtained as a ROUGE score between candidate 

sentences and human-generated summaries. 

Compared to other regression-based summarization methods that use seven predic-

tive features in [21] and five in [6], we employ a much larger set of sentence scoring 
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metrics (30 statistical features from [14] and 17 novel linguistic features) and perform 

feature selection to preserve the most important features in the model. In addition, both 

[21] and [6] utilize a sentence-to-summary similarity score, which prefers the longest 

sentences in the extraction stage.  The sentence-to-summary similarity score proposed 

in our study (Penalized Precision) handles this limitation and penalizes both “too short” 

and “too long” sentences.  

3 Methodology 

3.1 Linguistic features 

In this section, we introduce 17 POS-based sentence features, which are listed in Table 

1.  Some of them are completely novel while others are derived from our interpretation 

of certain metrics used by Litvak and Last [14] in the MUSE summarizer.  All proposed 

POS features take into account only nouns, verbs, adjectives and adverbs due to the 

semantic importance of these parts of speech [13].  These features can be divided into 

POS ratio-based (defined as a ratio between the number of the above parts-of-speech 

in a sentence and the sentence length); POS filtering (employing the original MUSE 

features after keeping the above POSs and discarding the rest of the words); and POS 

patterns (these features take into account part-of-speech n-grams, which are frequent 

in human-generated summaries and, at the same time, relatively rare in the original 

texts). 

While the first two methods do not need further explanation, the POS pattern metrics 

are defined as follows. We assume that the presence of a specific POS pattern in a 

candidate sentence may indicate sentence relevance in the summary [2]. Our method 

requires a preprocessing stage where the relevance of the candidate POS patterns is 

calculated.  We define POS pattern relevance as a ratio between normalized pattern 

frequency in human-generated summaries and normalized pattern frequency in the cor-

pus. The measure is greater than one when the POS n-gram is relatively more frequent 

in summaries than in the original texts. In the last stage, we sum up all POS n-gram 

relevance measures, which are greater than one, and normalize this value by the total 

amount of n-grams in a sentence. In the current work, we calculated the above metrics 

separately for 2-, 3- and 4- POS grams. 

3.2 Sentences Ranking 

Our methodology for the sentence ranking task includes the following steps: data prep-

aration, calculation of sentence similarity to benchmark summaries, data scaling, train-

ing, and evaluation. 

Data Preparation: In the data preparation stage, we generate a sentence-feature matrix 

for the training corpus. Each row of the matrix refers to a sentence 𝑖; each column refers 

to a feature; and entry of the matrix (𝑚𝑖𝑗) indicates the score of feature 𝑗 for sentence 𝑖. 

ML Methods and Linguistic Features in Extractive Summarization 3



Each sentence is associated with 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒_𝐼𝐷  and 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡_𝐼𝐷. The feature set in-

cludes the original, language-independent MUSE features as well as our novel linguis-

tic features. 

 

 

Category  Feature Description 

POS Ratio-

Based 
POS_NN_RATIO Ratio of nouns to all words in the sentence 

 POS_VB_RATIO Ratio of verbs to all words in the sentence 

 POS_JJ_RATIO 
Ratio of adjectives to all words in the sen-

tence 

 POS_RB_RATIO 
Ratio of adverbs to all words in the sen-

tence 

POS Filtering POS_V_TITLE_O Overlap similarity to the document title 

 POS_V_TITLE_J Jaccard similarity to the document title 

 POS_V_TITLE_C Cosine similarity to the document title 

 POS_V_TF Average term frequency for all POS words 

 POS_V_COV Coverage of POS keywords 

 
POS_V_TFISF Sum of term frequencies times inverse 

sentence frequencies 

 POS_V_KEY Sum of POS keyword frequencies 

 
POS_V_D_COV_O Overlap similarity to the document com-

plement 

 
POS_V_D_COV_J Jaccard similarity to the document com-

plement 

 
POS_V_D_COV_C Cosine similarity to the document comple-

ment 

POS Patterns POS_N2 POS 2-gram relevance measure 

 POS_N3 POS 3-gram relevance measure 

 POS_N4 POS 4-gram relevance measure 

Table 1. Part-of-Speech features 

Sentence to Summary Similarity Score: The most complex stage is determining 

the similarity between each sentence and a gold standard summary of the corresponding 

document. Similarity measures such as ROUGE and other recall-based measures, 

which normalize joint terms between sentence and benchmark summaries by a sum-

mary length, prefer longer sentences by assigning them a higher score. On the other 

hand, precision-based measures, which normalize joint terms by sentence length, prefer 

shorter sentences. 
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To address those issues, we have modified the BLEU (Bilingual Evaluation Under-

study) measure, which originally was used for evaluating the quality of machine trans-

lation [22].  Our implementation of the BLEU score (Eq. 1) is precision penalized when 

a sentence is “too short”.   

𝑃𝑒𝑛𝑃𝑟 =  𝑃 ∗ 𝑝𝑒𝑛 

𝑝𝑒𝑛 =  {
1 𝑖𝑓 𝑙𝑒𝑛𝑔𝑡ℎ(𝑠) > 𝑚𝑖𝑛. 𝑙𝑒𝑛𝑔𝑡ℎ

𝑒
1−

𝑚𝑖𝑛.𝑙𝑒𝑛𝑔𝑡ℎ
𝑙𝑒𝑛𝑔𝑡ℎ(𝑠)  𝑖𝑓 𝑙𝑒𝑛𝑔𝑡ℎ(𝑠) ≤ 𝑚𝑖𝑛. 𝑙𝑒𝑛𝑔𝑡ℎ

(1) 

P stands for the sentence precision, which naturally penalizes "too long" sentences as 

well, and the 𝑚𝑖𝑛. 𝑙𝑒𝑛𝑔𝑡ℎ parameter represents the minimum sentence length in a gold 

standard summary.  When several benchmark summaries exist per each document, we 

calculate the 𝑃𝑒𝑛𝑃𝑟 value for each benchmark summary separately and then provide 

the average similarity of a sentence to benchmark summaries, exactly as in the ROUGE 

method.  

Data Scaling: The max-min rescaling method is used to normalize the feature values 

to the [0, 1] range based on their minimum and maximum values in the training corpus.  

In contrast, to normalize the values of sentence similarity to the gold standard, we cal-

culate the minimum and maximum similarity values separately for each document. 

This approach allows to deal with the fact that gold standard summaries in the corpus 

can be both extractive and abstractive (for extractive summaries, the similarity values 

tend to be higher than for the abstractive ones). 

Training: By using the columns in the sentence-feature matrix as regression predic-

tors and sentence similarity to the gold standard as a continuous target variable, any 

regression algorithm can be trained.  The resulting regression model will include the 

values of the feature weights. 

Evaluation. To evaluate the performance of the induced model on a hold-out set, 

we first compute the predicted value of each sentence similarity score (𝑦̂). After this, 𝑛 

top ranking sentences (based on 𝑦̂) are extracted to a peer summary, subject to a sum-

mary length constraint. The resulting peer summaries can be evaluated using various 

ROUGE measures and available gold standard summaries. 

4 Evaluation Experiments 

4.1 Datasets and Software Tools 

For training and testing, we used three different English corpora containing summarized 

documents. DUC-2002 [4], which was prepared for the summarization competition task 

at the Document Understanding Conference, is a gold-standard dataset that contains 

531 news articles from the Wall Street Journal (1987-1992), and the Financial Times 

(1991-1994). Each textual document contains at least 10 sentences and appears with 

two to three human-generated ("gold standard") abstractive summaries of around 100 

words.  

An additional evaluated corpus is DUC-2007 [4]. The main task of DUC-2007 was, 

given a topic and a set of 25 relevant documents, to synthesize a fluent, well-organized 
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250-word summary of the documents that would answer the question in the topic state-

ment, i.e., perform a multi-document query-based summarization. Each topic is accom-

panied with up to four human-generated abstractive summaries of around 250 words. 

In order to allow single-document training, all documents on a particular topic were 

merged into one text. 

We have also used an English corpus from the MultiLing 2013 single-document 

summarization task [19]. The dataset includes 30 Wikipedia articles with one gold 

standard (human-generated) summary of around 270 words per article. Due to relatively 

small amount of documents, MultiLing-2013 is used only as test data in cross-corpus 

evaluation experiments.  

In our study, we used MUSEEC, an open-source text summarization tool [16]. For 

the purpose of preprocessing (sentence splitting, tokenization, stop words removal and 

lemmatization) and part-of-speech tagging, we used the popular Stanford CoreNLP 

toolkit [17], an extensible pipeline that provides core natural language analysis.  For 

sentence ranking, we used several R packages:  GA Package [23] for Genetic Algo-

rithm, rpart [24] for CART algorithm, cubist [10] for Cubist algorithm. The Caret R 

package [8] was used for parameter optimization of those algorithms and cross-valida-

tion when implementing the experiments described below. 

4.2 Evaluation Results 

We evaluated four regression approaches to the sentence ranking task: CART [3], LM 

(linear regression model), GA (Genetic Algorithm) and Cubist [9]. We also compared 

the results to MUSE [14] as a state-of-the-art supervised method for extractive summa-

rization.  Each model was evaluated with four different feature sets: MUSE (30 original 

features used by MUSE); POS only (17 POS-based features); POS Extended (17 POS-

based features + Sentence Position + Sentence Length); and MUSE & POS (both MUSE 

and POS-based features).  

DUC-2002 (10-fold cross-validation): Cubist and LM using the most complete fea-

ture set (MUSE & POS) were the top ranking approaches. Since the difference between 

them was not found statistically significant (p-value of 0.205) we preferred the simpler 

LM approach.  In further statistical tests, we compared LM models with different fea-

ture sets (the first four rows in Table 2). As can be seen from the results, the MUSE & 

POS feature combination is significantly better than the other feature sets.  The subse-

quent experiments (the last three rows in Table 2) compared the LM model with three 

other models (all using MUSE & POS features). The results are statistically significant 

and show that LM outperforms all other models.  Using the Akaike Information Crite-

rion (AIC) statistics [1] for stepwise feature selection, 4 statistical features (D_COV_J, 

KEY_DEG, KEY_PR, SVD) and 4 POS-based features (POS_B, POS_RB_RATIO, 

POS_V_TITLE_C, POS_V_TITLE_O) were discarded as statistically insignificant. 

DUC-2007 (10-fold cross-validation):  In this dataset, the difference between the 

MUSE and the MUSE & POS feature sets was not found statistically significant and, 

thus, the MUSE feature set was preferred due to simplicity.  The experiments have 

shown that the LM model with MUSE features outperforms all other models with the 

same feature set.  
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MultiLing-2013 (training on DUC-2002): In the MultiLing-2013 corpus, both 

Cubist and LM with the MUSE & POS feature set are the top-ranking models, without 

a statistically significant difference between them.  Consequently we prefer the simpler 

LM approach. The results show that LM with the MUSE & POS feature set outperforms 

all other models. 

 

 

Model Features  ROUGE-1 F p-value 

LM  MUSE & POS 0.464 -- 

LM  POS Extended 0.460 0.031 

LM  MUSE 0.457 0.000 

LM  POS only 0.454 0.001 

MUSE  MUSE & POS 0.457 0.003 

GA  MUSE & POS 0.452 0.000 

CART  MUSE & POS 0.444 0.000 

Table 2. DUC-2002 results with different feature sets 

5 Conclusions 

In this work, we have explored the contribution of various machine learning algorithms 

to sentence ranking and introduced a novel, Penalized Precision metric. The results of 

our experiments show that in all evaluated textual corpora, the linear model outper-

forms the more sophisticated CART and Cubist regression models, the heuristic opti-

mization with genetic algorithm, as well as the state-of-the-art summarization approach 

(MUSE). Additionally, the linear models which included POS features, outperform 

those with statistical features only.  To achieve the best results, we suggest using the 

Linear Model with statistical and POS-based features.  Future work may focus on ex-

tending the proposed POS-based features and sentence ranking techniques to other lan-

guages and domains.  
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Abstract Identifying plot structure in novels is a valuable step towards
automatic processing of literary corpora. We present an approach to
classify novels as either having a happy ending or not. To achieve this,
we use features based on different sentiment lexica as input for an SVM-
classifier, which yields an average F1-score of about 73%.

1 Introduction

Every child knows that stories are supposed to have a happy ending. Every adult
knows that this is not always true. In fact, in the course of the 19th Century
a happy ending became a sign of popular literature, while high literature was
marked by a preference for the opposite. This makes happy endings an interest-
ing point of research in the field of digital literary studies, since automatically
recognizing a happy ending, as one major plot element, could help to better
understand plot structures as a whole.

To achieve this, we need a representation of plot that a computer can work
with. In digital literature studies, it has been proposed to use emotional arousal
as a proxy [5]. But can we just use existing data mining methods in combination
with sentiment features and expect good results for happy ending classification?

In this work, we tackle the problem of identifying novels with a “happy end-
ing” by training a classifier. Our goal is not to present the best method for
doing so, but to show that it is generally possible. We introduce our proposed
approach, which already yields results considerably above a random baseline,
and point out some problems and their possible solutions. Our method uses sen-
timent lexica in order to derive features with respect to semantic polarity and
basic emotions. To account for the structural dynamics of happy endings, these
features are built by considering the relation of different sections of the novels.
We are able to train a support vector machine (SVM) which yields an average
F1 score of 0.73 on a corpus with over 200 labelled German novels. To the best
of our knowledge, our work is the first to cover happy ending classification.

The remainder of this paper is structured as follows: related work and back-
ground information is presented in Sections 2 and 3. The features and data we
use are described in Sections 4 and 5. Then we present our results (Section 6).

In: P. Cellier, T. Charnois, A. Hotho, S. Matwin, M.-F. Moens, Y. Toussaint (Eds.): Proceedings of
DMNLP, Workshop at ECML/PKDD, Riva del Garda, Italy, 2016.
Copyright c© by the paper’s authors. Copying only for private and academic purposes.



2 Related Work

Recently, a lot of attention has been paid to sentiment analysis in the Digital
Humanities community. In this section we cover publications constructing fea-
tures that are useful to our task, but have not actually been used to recognize
happy endings.

Matthew Jockers proposed, in a series of blog posts, to use the “analysis of the
sentiment markers” as a novel method for detecting plot [5, 7, 8]. The basic idea
of representing plot by emotions was well received, but the following discussion
showed his approach to use Fourier Transformation (FT) and a low-pass filter
to smooth the resulting curves is not reasonable, since FT assumes periodicity
of the signal [6, 14].

Elsner constructs a representation of the plot in a story using sentiment
values, among other features, in [2]. He cites other works stating that sentiment
is a very important part of plot development and is therefore critical to automatic
understanding of plot.

Mohammad builds emotional representations like ours in [9]. In [1], similar
representations are used to automatically compose music from written text.

In [3], Goyal et al. present AESOP, a system that can identify plot units. AE-
SOP is partially based on affect states, which are closely related to sentiments.

3 Background

We refer to a novel as having a “happy ending”, if the situation of the main
characters in the novel improves towards the end of the story or is constantly
favourable. In this paper, we propose a method for automatically predicting
whether novels have a happy ending or not, based on features derived from
sentiment analysis. We start by formally defining the task of “happy ending clas-
sification” and introduce some concepts of sentiment analysis which are relevant
for our features.
Happy ending classification.We formally define “happy ending classification”
as a simple classification task: Given a corpus C, we aim to learn a function
f : C → {0, 1}, where f(c) = 1 iff a novel c ∈ C has a “happy ending”. In this
work, we use a support vector machine (SVM) to train and test the classification
function f based on a labelled gold standard. The SVM model requires a feature
vector for each novel (cf. Section 5). We mostly use sentiment based features as
introduced in Section 4.
Sentiment analysis. Since plot construction, and in particular happy endings,
are tightly coupled with sentiments [2], sentiment analysis provides a solid basis
for our classification. The goal of sentiment analysis is to determine the polarity
and emotions a human reader would associate with a given word, sentence or
other element of a text. In this work, we focus on word-level sentiment analysis.

Polarity denotes if a word has a positive (e.g. friend) or negative (e.g. war)
connotation. It can be expressed as a ternary value (−1, 0, or 1). A word can also
be associated with a set of basic emotions. There are many definitions for basic
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emotions, as discussed in [10]. Plutchik et al. define a set of eight basic emotions
in [12]: joy, trust, fear, surprise, sadness, disgust, anger and anticipation.

Generally, polarities and emotions are collected in sentiment lexica. Each
lexicon contains a set of words which it associates with a number of sentiment
values according to a set of dimensions (such as polarity or different emotions).
In Section 4 we derive different features for each novel based on such a lexicon
and in Section 5 we introduce the sentiment lexicon we use in our study.

4 Features

For “happy ending classification” we derive feature vectors based on a set of
text segments which we combine to form sections. The final feature vectors are
derived based on certain characteristic values of these segments and sections
(e.g. the polarity of the final segment or the difference between the polarity of
the first and the last section).

Negation detection. Our features are based on sentiments. However, senti-
ments can be negated (e.g. “not happy”). For considering negations, we apply
the relatively simplistic technique presented in [11]: we add a negation marker to
any word between a negation word and the following punctuation, inverting its
sentiment score. Following the textblob implementation,1 we multiply negated
sentiments by 0.5, improving results slightly.

Segments. Given a corpus of novels C, we first split each novel C ∈ C into n
segments, C = {S1, . . . , Sn}. We evenly split by word count resulting in segments
of size ‖C‖n , where ‖C‖ denotes the number of words in novel C. Note that the
last segment may be shorter due to the length of the novel and the number of
segments.2

Sentiment values for segments. Now we derive a set of characteristic values
for each segment. Given a fixed lexicon L with several dimensions (e.g., the
polarity or an emotion), let vd(w) denote the value lexicon L associates with
word w according to dimension d. For example the word “death” is strongly
associated with the dimension “sadness”, that is, vsadness(“death”) = 1.

For each segment Si and each dimension d in the lexicon L, we calculate the
characteristic value v̄d(Si) as follows:

v̄d(Si) =

∑
w∈Li

vd(w)

|Li|
(1)

where Li denotes the words in Si which are covered by lexicon L.

1 https://pypi.python.org/pypi/textblob-de/. The sentiment analysis in
textblob is not fully ported to German and does not include basic emotions, so
we did not use it directly.

2 The novels were split into words using textblob-de. Words were lemmatized iff the
lexicon used in the respective experiment contained lemmatized forms.
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Sections.We merge consecutive segments into sections. We consider two promi-
nent sections, main and final. The main section Smain = {S1, . . . , Sm} covers the
majority (75 up to 98%, depending on the experimental setup) of the segments
starting from the beginning. The final section Sfinal = {Sm+1, . . . , Sn} covers
the remaining segments and represents the “ending” of the novel. Additionally,
we consider a third section, the late-main section Slate = {S2m−n+1, . . . , Sm},
which covers the last part of Smain. This section is introduced in order to better
capture the sentiment development at the end of the novel. For example, there
may be a catastrophic event shortly before the end which is then resolved, lead-
ing to a happy ending. Since, in our experiments, the late and the final section
are always of the same length, all sections are defined by specifying the number
of segments in the main section m.

Sentiment values for sections. For each of these sections, we calculate the
characteristic value averages based on the covered segments. In particular, given
the segments of a novel, C = {S1, . . . , Sn}, and a section S, we calculate the
average characteristic value by extending v̄d to sections:

v̄d(S) =

∑
Si∈S

v̄d(Si)

|S| (2)

Features. Based on these characteristic values, we finally define the features
for each novel. Given n segments, a main section of size m, and a lexicon L,
the feature vector contains the following values for each dimension d: (1) the
characteristic value of the final section fd,final = v̄d(Sfinal), (2) the characteristic
value of the last segment fd,n = v̄d(Sn), (3) the difference between the main
and the final section fd,main-final = v̄d(Smain) − v̄d(Sfinal) and (4) the difference
between the late-main and the final section fd,late-final = v̄d(Slate) − v̄d(Sfinal).
The change in sentiment values towards the end of the novel is characterized by
the two differences. The difference was used to ensure that generally sad novels
that had a significant improvement in the final segments can still be classified
as having a happy ending or, in reverse, a drop in positive emotions towards the
end of a generally happy novel can be recognized as a sad ending.

5 Dataset

In this section, we describe our annotated corpus, as well as the sentiment lexicon
we derive our features from.

Annotated novels. Our dataset consists of 212 German novels compiled from
the TextGrid Digital Library3 and the Projekt Gutenberg4, mostly written be-
tween 1750 and 1920. The number of words in the novels ranges from less than
20,000 words up to more than 300,000. These novels have been manually labelled

3 https://textgrid.de/digitale-bibliothek
4 http://gutenberg.spiegel.de
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Table 1. Examples for entries in the NRC lexicon

Word pos. neg. anger antic. disg. fear joy sadn. surp. trust

Entführung 0 1 1 0 0 1 0 1 1 0
verachten 0 1 1 0 1 0 0 0 0 0
Bewunderung 1 0 0 0 0 0 1 0 0 1

by domain experts as either having a happy ending or not,5 based on sources
like the Kindler,6 Wikipedia7 or by reading relevant parts of the novel. Half of
the novels (106) are annotated as having a happy ending. The annotated data
can be made available upon request.
Sentiment lexica. In this work, we employ the German version of the NRC
sentiment lexicon,8 which is provided by the original author of the English ver-
sion [10]. It encompasses the following semantic dimensions: if a word is positive
(0 or 1) or negative (0 or 1), and if a word is associated with some basic emotion
(each 0 or 1). We also add another dimension, i.e., the “polarity”, which is the
negative value subtracted from the positive value.

After removing duplicates and all-zero entries, which would not help in our
task, the lexicon contains 4597 entries, as exemplified in Table 1. We also eval-
uated our approach on SentiWS [13] (polarity scores ∈ {−1, 0 − 1}) and GPC
(German Polarity Clues) [15] (polarity scores ∈ [−1, 1]), however, achieving in-
ferior results.

6 Results and Discussion

In this section we train a support vector machine (SVM)9 for classifying happy
endings of novels on the annotated corpus introduced in Section 5 using the
features presented in Section 4. For the SVM we use an RBF kernel and the
parameters C = 1 and γ = 0.01. A linear kernel gave slightly worse results, grid
search for parameter selection did not lead to an improvement. We standardize
the features using the sklearn StandardScaler10 before classification. All tests
were run with 10-fold cross-validation.
Baselines. Since our dataset is equally divided in novels with and without a
happy ending, the random baseline as well as the ZeroR classifier (which assigns
every novel to the largest class) reach 50% accuracy. Dropping the notion of
sections, and only using the average sentiment values of the entire novel (i.e.,

5 Because this is a simple task, each novel was labelled by only a single domain expert.
6 http://www.derkindler.de
7 de.wikipedia.org
8 http://saifmohammad.com/WebPages/NRC-Emotion-Lexicon.htm
9 We tried some other classifiers as well, with Random Forests and Naive Bayes reach-
ing about the same score, while k-NN and Decision Trees performed worse.

10 http://scikit-learn.org/stable/modules/preprocessing.html
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Table 2. Results for an overall segment count of n = 75, a main section containing
m = 71 segments, and the NRC lexicon averaged over 20 iterations, each using 10-fold
cross validation.

happy ending precision recall f1-score support

False 0.72 0.73 0.73 106
True 0.73 0.72 0.73 106

avg/total 0.73 0.73 0.73 212

one value for each dimension in L) yields an F1 score of 0.54, which is slightly
above the random baseline. Adding the scores of the last segment improves the
F1 score to about 0.66 for the best performing segment count n = 75. This
suggests that the final segment of the novel is indeed an important feature for
classifying happy endings.

Best parameter configuration. Our method requires to choose a sentiment
lexicon and the number of segments n, as well as the length of the main sectionm
(in segments). We compared different configurations and found that working with
the NRC as introduced in Section 5 using n = 75 segments with a main section
ofm = 71 segments worked best. Other lexica containing only polarity scores (cf.
Section 5) performed worse, suggesting that the combination of basic emotions
represents a more accurate picture of the overall mood in a novel than polarity
alone. Table 2 shows the results with the best configuration, accumulated over
20 iterations.11

Influence of segmentation and section size. In this paragraph, we describe
how changing the number of segments n and the percentage of segments assigned
to the main section Smain, that is

|Smain|
n , influences the results. Figure 1 shows

the average F1-score over 20 test runs based on the NRC lexicon. Each line
corresponds to a segment count n. From a larger set of segment counts we chose
the 4 best performing ones. The x-axis corresponds to the percentage of segments
in the main section. The y-axis shows the F1-score achieved with the respective
configuration. It can be seen that splitting the novels into 50 segments mostly
works very well, but is outperformed by 75 segments with a main section of
71 segments (about 95%). Furthermore, most segmentations perform best when
using about 5% or 10% of the segments as the final section.

Limitations. Here, we list some limitations of our work and suggest possible
solutions.

One variation we tried was to limit our features to sentences containing ex-
plicit references to the main character of the novel. The intuition behind this is
that the concept of happy ending is closely related to the fate of protagonists of
a story. Using a domain-adapted named entity recognition (NER) toolkit [4], we
selected the main character as the one being explicitly named most often. After

11 The results vary slightly between iterations, with total F1-scores mostly between
71% and 75%. Averaging over 20 iterations yields stable results.
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Figure 1. Plot of different segmentation configurations. Segment count n is represented
as different lines, the x-axis corresponds to the number of segments in the main section
m and the y-axis is the F1-score.

segmenting the novel, we then removed all sentences not mentioning this charac-
ter. Contrary to our expectation, this did not improve results but indeed led to
a significant drop in accuracy. The reason for this might be our decision to (for
now) avoid error-prone co-reference resolution or our strict choice of focusing
only on a single main character.

Employing more sophisticated sentiment analysis would likely improve our re-
sults. For example, while our relatively crude negation detection only led to slight
improvements, considering a more advanced set of sentiment shifters should help
to get better results.

We also did not take into account that some stories are not told in chrono-
logical order. Those stories are difficult to our system, as the happy ending may
happen at some arbitrary point in the text. Working around this problem would
require a way to identify corresponding scenes in different novels.

Finally, we are currently working on a way to choose the length of the main
section individually for each novel, instead of passing it to the model as a fixed
hyperparameter.

7 Conclusion

In this work, we have presented an SVM classifier for identifying novels with
happy endings. Our approach is based on features derived from sentiment lexica
and exploits structural dynamics by comparing different sections of the novels.
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We consider the F1-score of 0.73 to be a good starting point for future work,
such as evaluating our method on more extensive labelled datasets. Addition-
ally, it is interesting to investigate if the same parameters yield good results for
different novel collections, or different languages.
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Abstract. The majority of Twitter sentiment analysis systems implic-
itly assume that the class distribution is balanced while in practice it
is usually skewed. We argue that Twitter opinion mining using learning
methods should be addressed in the framework of imbalanced learning.
In this work, we present a study of synthetic oversampling techniques
for tweet-polarity classification. The experiments we conducted on three
publicly available datasets show that these methods can improve the
recognition of the minority class as well as the geometric mean criterion.

Key words: Synthetic sampling, Sentiment analysis, Social media.

1 Introduction

Micro-blogging services are communication tools that are massively used by
people to instantaneously share their opinions about any kinds of topics. These
opinions are of interest for companies or individuals, like politicians, as they
allow them to monitor their online reputation. Twitter has been the most popular
micro-blogging service with more than 500 million tweets per day in 20131. Thus,
sentiment analysis of tweets2 has received a lot of attention both from academia
and industry during the last years.

In this paper, we focus on tweets polarity classification using supervised
learning methods. This task is challenging in several respects. Firstly, tweets are
limited to 140 characters and they contain irregular lexical units and syntactic
patterns. Hence, these data are noisy, sparse and high-dimensional which makes
the learning process difficult. Moreover, tweets expressing an opinion about a
given topic usually present a skewed polarity distribution. In this case, any clas-
sifier would be biased towards the majority class.

In order to cope with these challenges, we propose to use synthetic oversam-
pling techniques. These procedures are designed to deal with the class imbalance
issue. We show that not only they enable reducing the bias towards the majority

1 http://www.internetlivestats.com/twitter-statistics/
2 Short informal messages in a more general perspective.

In: P. Cellier, T. Charnois, A. Hotho, S. Matwin, M.-F. Moens, Y. Toussaint (Eds.): Proceedings of
DMNLP, Workshop at ECML/PKDD, Riva del Garda, Italy, 2016.
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class, but they also alleviate the data sparsity burden commonly encountered in
text mining.

The rest of the paper is organized as follows. In section 2, we discuss some
related works in order to position and motivate our proposal. In section 3, we
present our approach based on three synthetic oversampling methods and two
supervised learning methods. Then, in section 4, we detail the experiments we
conducted on three datasets including two different languages and we discuss
the obtained results as well. We conclude the paper in section 5.

2 Related Works

2.1 Twitter Sentiment Analysis

Twitter sentiment analysis has received a growing interest starting from 2009
[5, 19]. In this work, we focus on polarity detection which aims at predicting the
opinion of a tweet as positive or negative. Supervised learning techniques are the
mainstream approaches in this case. Due to the characteristics of Twitter data,
systems usually used for sentiment analysis (see [14] for a survey of this field) do
not perform well. In order to improve classifiers’ performance for tweets opinion
mining, most of research works have proposed to extract features/lexicons which
are specific to this type of data and/or leverage external resources [5, 19, 11, 22,
10, 20, 15]. In contrast, we apply a corpus-based approach with no particular
feature engineering.

2.2 Imbalanced Sentiment Analysis

The class imbalance problem in binary classification occurs when the sizes of the
classes differ greatly. In this case, any classifier is biased toward the majority class
(see [9] for a survey of the domain). For example, in the datasets we examined,
near 70% of the tweets of the datasets we experimented with are negative. If a
näıve classifier always assigns the negative polarity to any tweet, it will give an
overall accuracy of 70% but without recovering any positive tweet, which is not
satisfying.

Imbalanced learning for sentiment analysis has been studied by several re-
searchers in different learning settings [12, 13, 17, 25]. However, we found very
few papers that directly address imbalanced sentiment analysis for Twitter data
[16, 6]. The methods that are proposed in the two latter works are similar to
cost-sensitive approaches. In our case, we rather use sampling techniques.

3 The Proposed Approach

3.1 Vector Space Representation and Neighborhood

Tweets contain slang words and irregular expressions. Thus, linguistic analy-
ses by conventional NLP tools often give poor performances on such texts. To
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circumvent these difficulties, and also to deal with different languages, we rely
on a vectorial representation of tweets based on a bag-of-words approach. We
denote by F the resulting feature space, x ∈ F is a vector representing a tweet
and its coordinates are its words’ frequency. In what follows, we use P and N to
designate the subsets of tweets with the minority and the majority class labels
respectively (|P| < |N|).

In order to compare tweets, we use the cosine similarity function. Note that
all pairwise proximity measures lie between 0 and 1 since the coordinates of
vectors are non-negative. Let x be any tweet in P then its neighborhood is
denoted NN(x) and it consists of the k nearest neighbors.

3.2 Synthetic Oversampling

To face the skewed class distribution problem, one straightforward approach
is to balance the training set so that |P| = |N|. Undersampling the majority
class or oversampling the minority class are two possible strategies. Since the
data are very sparse, undersampling the majority class is sub-optimal as we
may lose meaningful examples in the learning process. Therefore, oversampling
the minority class seems a better solution. In this case, synthetic oversampling
creates new examples in P by taking convex combinations of existing points.

We recall three popular synthetic oversampling methods: SMOTE [2], Borderline-
SMOTE [7] and ADASYN [8]. Their general procedure can be cast as follows:

1. Select an original tweet x according to a probability distribution over P.
2. Determine NN(x).
3. Select a neighbor x′ according to a probability distribution over NN(x).
4. Create a synthetic example y as follows:

y = x + α(x′ − x) (1)

where α is a random value in [0, 1].
5. Repeat 1-4 until the desired number of new examples is reached.
6. Append the set of synthetic points to P.

Note that y lies in the line segment joining x and x′. It is important to notice
that y belongs to the subspace spanned by the union of the underlying subspaces
of x and x′. Therefore, synthetic examples are less sparse than original ones.

The main differences between the three oversampling methods concern the
random selection of x ∈ P in step 1. SMOTE assumes a uniform distribution
over P whereas Borderline-SMOTE assumes a uniform distribution over B, a
subset of P. B consists of tweets in P whose neighborhoods contain a majority of
points in N. These items lie in subspaces where the decision boundary is prone
to errors. Thereby, it is expected that oversampling in these parts of the space
improves the classifier performances. Regarding ADASYN, it assumes a non
uniform distribution over P. It can be seen as a smoothed version of Borderline-
SMOTE: the noisier the neighborhood of x, the more synthetic points around
x. In other words, the probability to select x in step 1 is proportional to the
number of points of N contained in NN(x).
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4 Experiments

4.1 Datasets and Data Representation

We assess the approach introduced previously on three publicly available Twit-
ter datasets. The first two are OMD “Obama-McCain Debate” [21] and HCR
“Health Care Reform” [23]. The third one is IW “Imagiweb” and concerns tweets
in French, posted during the 2012 french presidential election [24]. We chose po-
litical tweets because they present a particularly skewed class label distribution.

Concerning the vectorial representation of tweets, we used unigrams of words
and we only removed the hapax.

We give the descriptive statistics3 of these datasets below:

– OMD: 1906 tweets (710 positive, 1196 negative) and 1569 features;
– HCR: 1922 tweets (541 positive, 1381 negative) and 2066 features;
– IW: 4519 tweets (1092 positive, 3427 negative) and 3918 features.

4.2 Supervised Learning Methods

We experimented with two different learning models: decision trees and the l1
penalized logistic regression.

Decision trees are well-known symbolic learning techniques and offer the
advantages of coping with high-dimensional data as well as providing human-
readable outputs. In this work, we used CART [1], which builds a binary clas-
sification tree based on the Gini index splitting criterion. The R package rpart

was used and the default parameters values specified in rpart.control were
applied.

The l1 penalized logistic regression [18] is also an appropriate supervised
learning for high-dimensional data since it implicitly performs feature selection.
Moreover, this method has proven to provide competitive results in text clas-
sification [4]. We used the glmnet R package [3] and in particular the function
cv.glmnet which allows us to select the mixing parameter λ based on the error
observed during training phase.

4.3 Assessment Measures

We use several performance criteria: overall accuracy (OA), F1-measures of the
positive and negative classes (F-P and F-N respectively). OA evaluates the overall
performance of a classifier but it does not properly account for the performances
on P as compared to N because of the skewed distribution of class labels. Hence,
we also use a popular criterion for imbalanced learning: the geometric mean
(GM) of both class accuracy rates. Unlike OA, GM is independent of the class
distribution (see [9, Chapter 8] for an overview of this topic). Thus we argue that
GM should also be a default evaluation criterion in Twitter sentiment analysis
tasks.
3 We removed tweets that were labeled as neutral since we are only concerned with

polarity detection.
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4.4 Experiments Setting and Results

It is important to note that we are not interested in comparing the results of
decision trees against l1 penalized logistic regression. Our purpose is rather to
illustrate that synthetic oversampling can improve the performances of learning
methods on Twitter imbalanced-polarity detection tasks.

We tested the two learning models on the three collections with different
relatively balanced training sets. In what follows, τ is a variable taking its values
in {0, 1/4, 1/2, 3/4, 1} which measures how much the training set is balanced with
respect to the initial distribution. In fact, τ = 0 is when no oversampling was
carried out and we used the initial imbalanced training set (this is our baseline);
τ = 1/4 means we generated b(|N|−|P|)/4c positive synthetic examples; . . . ; and
τ = 1 means we exactly sampled |N| − |P| new positive items in order to have
a perfectly balanced training set. The neighborhood was set to k = 20 nearest
neighbors4. The results we obtained using a 5 fold cross-validation are plotted
in Figure 1 for decision trees and in Figure 2 for l1 penalized logistic regression.
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Fig. 1: Results for decision trees (CART). Solid line with circles refers to SMOTE,
dashed line with triangles refers to Borderline-SMOTE and dotted line with plus
signs refers to ADASYN. From left to right: plots of OA, F-P, F-N and GM
measures. From top to bottom: plots for OMD, HCR and IW benchmarks. The
x-axis refers to τ going from initial imbalanced (τ = 0) to fully balanced (τ = 1)
training sets.

Our main findings are the following:

– For both decision tree and l1 penalized logistic regression, we note quite
the same trends: oversampling generally improves the results. Indeed, All

4 We also tested with k = 10, 30 but the trends were similar and the results compara-
ble.
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Fig. 2: Results for l1 penalized logistic regression. Same legend as in Figure 1.

three sampling methods globally improve the GM measure5. Thereby, our ap-
proach allows alleviating the class imbalance problem effectively. For OMD,
when τ = 1, the most important gains for GM measures are given by
ADASYN (1st row, 4th column in the figures). Regarding HCR and IW,
Borderline-SMOTE performs the best but SMOTE often provides compara-
ble results (2nd and 3rd rows respectively and 4th column in the figures).

– All three oversampling strategies generally boosts F-P values6. The minority
class is thus better recognized. However, this is at the expense of a reduction
of F-N values. Nonetheless, since the increasing rate of F-P is generally much
larger than the decreasing rate of F-N, we note the overall increase of GM
values as highlighted previously.

– For all three sampling techniques, the OA measure tends to diminish as the
training set is more and more balanced. In fact, since the class distribution
in the test set is skewed towards N, the errors on true negative tweets have
more impact on OA than the correct detection of true positive tweets. This
illustrates again the fact that OA is not a criterion that properly accounts
for imbalanced data.

– We cannot conclude on which of the three oversampling strategies is the
best. However, we can make the following remarks:
• SMOTE and Borderline-SMOTE have quite the same behaviours for

the HCR and IW collections. F-P measures are greater than ADASYN
whereas F-N values are lower. Both methods allows a much better recog-
nition of the minority class but in doing so they make more mistakes
when detecting the majority class.

• In contrast, ADASYN presents peculiar properties. The increase of GM
values are lower than for the two other methods but this oversampling

5 The only exception is observed for OMD when using a fully balanced training sets
(τ = 1) generated by Borderline-SMOTE with CART as shown in Figure 1.

6 Except the same particular case mentioned previously.

22 J. Ah-Pine and E. P. Soriano Morales



technique shows more stable OA values and even better ones in some
cases. For the OMD dataset specifically, this approach not only provides
among the best performances for the GM criterion but it also allows
improving the OA measures unlike the other methods.

5 Conclusion

Twitter sentiment analysis is confronted with the class imbalance problem and
it is important to take this aspect into account when designing opinion mining
systems based on machine learning.

A way to address this challenge is to use synthetic oversampling which aims at
balancing the training set in a meaningful way. Three state-of-the-art methods
have been examined in that regard. We conducted experiments on political-
tweets polarity classification using three datasets and in two different languages.
The obtained results show that our proposal makes it possible to deal with the
skewed class distribution issue by providing better recognition of the minority
class as well as obtaining large increases of the overall geometric mean criterion.

In future work, we intend to extend our study to multiclass sentiment analysis
and also to examine the use of synthetic oversampling methods in other NLP
tasks as a general approach to cope with the sparsity problem.
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Abstract. Text clustering and topic learning are two closely related tasks. In this
paper, we show that the topics can be learnt without the absolute need of an exact
categorization. In particular, the experiments performed on two real case studies
with a vocabulary based on bigram features lead to extracting readable topics
that cover most of the documents. Precision at 10 is up to 74% for a dataset
of scientific abstracts with 10,000 features, which is 4% less than when using
unigrams only but provides more interpretable topics.

1 Introduction

Text clustering is a huge research area with many applications, such as corpus visu-
alization [12] and document indexing for information retrieval [25]. In addition to the
classical task of categorizing similar texts, people are usually interested in characteriz-
ing the clusters by the mean of concise descriptions called topics, so that they can easily
interpret categories and browse the document collection [24]. Topic extraction (or topic
learning) has been widely popularized by the success of Latent Semantic Analysis [4]
and Non-negative Matrix Factorization [18]. More recently, probabilistic topic models,
such as probabilistic Latent Semantic Analysis [8] and Latent Dirichlet Allocation [1],
have emerged as an efficient alternative implemented by many communities, from data
mining [19] to natural language processing [7] and social sciences and humanities [21].
They are now used as a routine in many systems dedicated to text analytics [2].

Despite all these numerous works, it turns out that some confusion often subsists
between the task of text clustering (grouping similar texts, i.e. working on category’s
extension) and the task of topic identification (extracting within-category commonali-
ties, their intension), as highlighted by [26]. We show here that not-so-good (shallow)
clustering does not always mean weak topics. Another observation is related to the vo-
cabulary used by the algorithms: most of the time, groups and topics are estimated from
unigram tokens (words) [17], whose number is often arbitrarily fixed, or not fully jus-
tified [7]. When considering perplexity-based measures only, that is the goodness-of-fit
of the probabilistic model on held-out data, words seems to play the main role [9].
However, it has been shown that n-grams (n ≥ 2) might be really useful, whether for
constructing interpretable topics [23] or for improving topic consistency [16,28].

In: P. Cellier, T. Charnois, A. Hotho, S. Matwin, M.-F. Moens, Y. Toussaint (Eds.): Proceedings of
DMNLP, Workshop at ECML/PKDD, Riva del Garda, Italy, 2016.
Copyright c© by the paper’s authors. Copying only for private and academic purposes.



Based on these two observations, our contribution is twofold.
First, we show that a minimum number of features is necessary but sufficient to

achieve a good accuracy, both in term of clustering purity and topic description. It is
not as obvious as it seems since too many features might add noise and reduce the
generalization ability of the model, which actually happens in supervised settings [13].
If we pay attention to select enough features, it is therefore possible to choose phrases
(here, bigrams) instead of single words. To the best of our knowledge, it is the first time
that this result is clearly highlighted and quantified.

Second, we show that the bigram-based vocabulary provide really useful topic de-
scriptions at the cost of a reasonable decrease in accuracy. The cost is not that important
with a drop of about 10%. Our results highlight that a careful choice for the features al-
lows a much better interpretation of the topics given by topic learning techniques (here,
LDA). This work is closely related to the task of topic labeling but, here, the descrip-
tive features are defined before the topic learning step. Therefore the extracted topics
are characterized by the very terms that constitute their backbone, and not labeled by
using one among the many heuristics proposed in the literature [15,29]. Besides, a post-
processing can be used afterwards to improve the output, such as selecting one term
amongst “data set” and “data sets” (see Section 3).

The paper is organized as follows. Section 2 defines the two complementary tasks
of text clustering and topic identification, highlighting their close connection but also
their difference. Section 3 shows the impact of making the vocabulary change in term
of both size and nature (unigrams versus bigrams). Finally, we conclude and suggest
future work in Section 4.

2 Text Clustering and Topic Identification: Two Related Tasks

2.1 Definition of Tasks

The first step consists in showing the clear distinction between the two tasks. As il-
lustrated in Fig. 1 (left), text clustering mainly aims at categorizing objects into clearly
separated clusters. Even though the membership can be gradual, like in fuzzy clustering
[5], or an object can be associated to several clusters, like in overlapping clustering [3],
the common aim is to associate each object to one category so that subsequent decisions
can be made. In Fig. 1, we can observe that some texts are central to the categories (e.g.,
dc for cluster 1 and dd for cluster 2) whereas other texts lie between clusters (e.g., da,
db and de). It is a natural feature of text clustering to assume that texts can be related to
several topics at the same time, which is at the basis of most topic models.

By adopting a different viewpoint, topic identification is more dedicated to extract-
ing a set of topics that structure the dataset as shown in Fig. 1 (right). Topics can be
viewed as weighted lists of keywords (e.g., with LSA) or distributions over words (e.g.,
with LDA). In order to give an overview of the whole corpus to the final users, the usual
solution is to keep the top words (option 1 in Fig. 1) or the top n-grams (option 2 in
Fig. 1, here with n=2).

Obviously, the two tasks are related but not fully aligned. Hence, the documents da,
db and de can be misclassified as long as we find the expected topics, more identifiable
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on the colored groups of documents in Fig. 1. Let us note that we might easily get the
top frequent terms for each cluster as a post-processing stage. However, most of the
current state-of-the-art methods such as LSA, NMF and LDA address both tasks at the
same time, which explains the confusion that may arise.

cluster	1	

cluster	2	

cluster	3	

--(	text	clustering	)--	

topic	1	

topic	2	
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1	 2	

da	

db	

dc	

dd	dd	

de	
de	

Fig. 1. Distinction between the tasks of text clustering and topic identification (here, topic 2 has
been extracted from scientific publications clearly related to the “data mining” field).

Several previous works have used n-grams either during the topic learning process
[22,23] or as a post-processing step in order to find automatic labels [10,15,29]. How-
ever, they did not study the impact of both the vocabulary size (number of terms) and
term nature (unigrams versus bigrams), as we do in this paper.

2.2 Evaluation Measures

In the following sections, we experiment LDA on two datasets in order to address the
two tasks simultaneously. For evaluation’s sake, we compare the output given by LDA
to a gold standard that provides us the real class label of each object. In order to get a
partition, we associate each text d to the most likely topic ẑ = argmax p(z/d). This
way, we reduce the expressive power of topic models but we can leverage the usual
Adjusted Rand Index (ARI) for assessing the clustering quality. We will see in the
next section that the two datasets have been precisely chosen because they fit this crisp
clustering assumption. The maximum of 1 with ARI is achieved with a perfect match
between the partition and the gold standard.

Establishing a ground truth for the topic identification task is much more challeng-
ing. To begin with, we choose to restrict the evaluation to the quality of the top-10 terms
associated to each cluster for 10 is the number usually shown to end users. Although we
can imagine various ways to extract those lists from the gold standard partition (e.g.,
selecting the most discriminant terms, etc.), we have chosen to restrict to the most fre-
quent terms for this study. In addition to the simplicity of this solution, we will see
that the probability p(t/z) of the term t given the topic z output by LDA clearly favor
frequent terms. We then propose to calculate the usual precision for this top-10 terms,
noted pre@10. Let us remark that this manner to challenge the list of top K terms is
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especially uncommon in the literature, in which the list is always manually evaluated.
The mapping between the true category and the topic z is simply derived by taking the
category with the higher number of texts related to z. Obviously, pre@10 ranges from
0 (no common term) to 1 (perfect match between the two lists).

2.3 Datasets and Feature Extraction

dataset #c #docs #unigrams #bigrams
ART 5 18,465 13,778 30,522

20NG 20 18,828 40,142 54,741

Fig. 2. Basic statistics for the two datasets.

The two datasets are the set of scientific abstracts gathered by Tang. et al. [20],
noted ART, and 20 Newsgroups, noted 20NG. Both datasets are available online4. For
both datasets, we perform minimal preprocessing: lowercasing, removing punctuation
and English stopwords, removing the terms that occur in only one document. We set
the number of expected topics to be the true number of classes #c in the gold standard.
Basic statistics can be found in Fig. 2.

In our context, we extract bigrams based on classical patterns in terminology extrac-
tion domain (i.e. noun-noun, adjective-noun, and so forth)5. Terms extracted from our
corpora are then ranked depending on their relative frequency. Other weightings have
been experimented (e.g., TF-IDF, Okapi, C-value) but it turns out that the frequency is
the more adapted ranking function for both tasks addressed in this study6.

3 Vocabulary Impact for Both Tasks

We here focus our attention on the importance of vocabulary size and term nature (uni-
grams versus bigrams). We used the parallel LDA implemented in the MALLET pack-
age7. The priors α and β are not automatically estimated (default configuration) but we
set them both to 0.1 after a preliminary grid search8. We set the maximum number of
iterations for the Gibb’s sampling to 2000, as suggested with this implementation, and
run the algorithm ten times. The final mean is only given since the observed standard
deviation does not exceed 0.01, so we decided not to overload the figures.

We keep the most frequent K words, K ranging from 500 to 30,000. We then com-
pute the quality of LDA topics both for clustering (Fig. 3) and topic identification

4 http://arnetminer.org/collaboration and http://qwone.com/ jason/20Newsgroups/
5 To this end, we used the biotex tool [11], freely available online: http://tubo.lirmm.fr/biotex/.
6 For instance, the ARI based on the frequency is higher from 0.25 to 0.31 for ART and a

vocabulary of 10,000 features.
7 Homepage of MALLET package: http://mallet.cs.umass.edu
8 It turns out that, with this amount of data, priors had a limited effect on the final results (±0.015

on ARI). We are aware that an automatic, dynamic estimation is possible [14] but we do believe
that a constant setup of hyperparameters guarantees a fair comparison.
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Fig. 3. Evolution of ARI (log scale for x axis).

(Fig. 4). We first observe that ARI increases exponentially below some threshold be-
fore converging9. This means that a fraction of features is sufficient to get an important
gain in ARI (5 000 unigrams for ART achieves 0.434 for a maximum of 0.4346 with
9 000 unigrams ; 10,000 unigrams for 20NG achieves 0.3961 for a maximum of 0.4285
with 30,000 unigrams). For information, recent work [6,27] focusing on text clustering
reported 0.397 and 0.425 ARI on 20NG respectively.

In addition, we observe that with three times the number of features, bigram-based
vocabulary is able to achieve a really good ARI score for ART, not very far from the
maximum with unigrams (0.3865 against 0.4346). This is clearly not the same situation
for 20NG with a difference of about 0.26 for the ARI.

Fig. 4. Evolution of prec@10 (log scale for x axis).

We now take a closer look at the top terms returned by LDA, in comparison to
the reference terms extracted from the true classes. The precision achieved by keeping
the top-10 terms is shown in Fig. 4. We have been really surprised to notice that the

9 We stopped the size for ART-1g at the number of words occurring at least twice in the whole
corpus (13,778 words).
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datamining (ART) sci.space (20NG) rec.sport.baseball (20NG)
1-grams 2-grams 1-grams 2-grams 1-grams 2-grams

data data mining* space solar system* writes red sox*
mining data sets* earth henry spencer* game san francisco (15)

algorithm association rules* launch physical universe (30) article los angeles (18)
clustering time series* writes night sky* year st louis*

paper data streams (13) shuttle space shuttle* team world series*
approach experimental results* nasa toronto zoology* games major league*
learning knowledge discovery* mission oort cloud (12) good blue jays*

classification data set* orbit jet propulsion* players power play
algorithms machine learning (12) system dick dunn (25) baseball mark singer*

results support vector* solar high-speed collision (26) time san diego (12)

Fig. 5. top-10 terms of selected topics for ART (columns on the left) and 20NG (columns on the
right). * means that the bigram is in the top-10 bigrams extracted from the ground truth, otherwise
we note its rank. Henry Spencer posted over 34,000 messages to the sci.space.* newsgroups
(source: Wikipedia).

top-10 bigrams are really competitive in comparison to the top-10 words. For ART, the
precision achieved is 4% to 7% below only with a score of about 70% (up to 74% for
10,000 terms). We believe that this is a crucial observation: even though we get one
term less that with single words in average, the topics are much more readable by using
seven bigrams than height unigrams. The bigram “data mining” is more informative
than the two words “data” and “mining”, even if they are given in the same list.

This advantage is obvious if we take a look at the top terms given in the table
of Fig. 5 (top bigrams next to top unigrams). For 20NG, it is even more interesting:
despite the ARI collapse, four of the top bigrams are still accurate (six for the unigrams).
However, it does not mean that the other terms are unrelated. We have highlighted the
terms related to the ground truth with a * in Fig. 5, and noted their rank in the true
list otherwise. Let us note that a vocabulary of 500 terms is sufficient to achieve such
performances in term of precision. It seems that LDA easily finds the core of topics,
without caring much for the result of the text clustering task.

Finally, we have run a last series of experiments in order to see the impact of a mixed
unigram-bigram vocabulary. To this end, we fixed the number of features to 10,000
and changed the proportion in steps of 5% (e.g., 80% unigrams with 20% bigrams).
The results confirm that bigrams might help increasing the overall clustering accuracy,
but the bonus is limited and not significant. The best proportion seems to be highly
dependent of the dataset (e.g., we got +0.01 ARI for ART with 5% of bigrams and
+0.024 for 20NG with 30%). However, we observed no constant improvement for the
precision. When we take a closer look to the top terms, bigrams are overwhelmed by
unigrams, which explains the unchanged score.

4 Discussion and Future Work

Despite all the work done so far for integrating phrases into topic learning, we believe
that this study is the first to highlight the potentiality of bigrams, not only for improving
topic homogeneity (in addition to unigrams) or topic labeling, but for the whole task of
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topic identification. Even though we have observed a clear gap between unigram and
bigram frequencies, the bigram frequency seems to be sufficient to cover most of topic’s
aspects, getting rid of the ambiguity carried by unigrams. Hence, it is easy to provide
readable topics to end users with a limited energy in the creation of terms (actually, any
bigram library is expected to provide interesting features). Our preliminary experiments
have shown that this reasoning can be transposed to trigrams as soon as their cumulated
frequency is sufficient. We observed a decrease of about 10% for the pre@10 with
trigrams (60% for ART and 30% for 20NG).

Interesting work lies ahead. One immediate follow-up is to design a new method
that directly focuses on topic identification. By even more weakening our expectations
on text clustering, we can find a way to improve the top K terms by favoring the topical
core of each category (colored areas in Fig. 1). Improving the input representation, for
instance by adding pseudo-counts for complex terms, can be a way to explore this idea.
Another exciting, more theoretical question is to question the tradeoff between term fre-
quency, term co-occurrences and performances. During our experiments, we observed a
clear logarithmic correlation between the total number of tokens and the performances
we can achieve (from R2 = 0.94 for 20NG until R2 = 0.98 for ART described with
bigrams). This tells us that we cannot expect much by using too rare terms since they
lead to really sparse matrices. However, it seems that the combination of complemen-
tary rare terms can compete with more frequent words. Information theory might be
used for studying this kind of issues further.
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Topic Models with Sparse and Group-Sparsity Inducing
Priors
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Abstract. The quality of topic models highly depends on quality of used docu-
ments. Insufficient information may result in topics that are difficult to interpret
or evaluate. Including external data to can help to increase the quality of topic
models. We propose sparsity and grouped sparsity inducing priors on the meta
parameters of word topic probabilities in fully Bayesian Latent Dirichlet Alloca-
tion (LDA). This enables controlled integration of information about words.

1 Introduction

Topic models have been used for text analysis in the last decade very successfully. Topic
models assign a number of latent topics to documents and words from a given corpus.
These topics can be interpreted as different meanings of words or semantic clusters of
the documents in a text corpus. In text analysis the topics can be used in many ways.

The estimation of the topics highly depends on the amount of text data used. Con-
sidering the case when we have only very limited amounts of texts to estimate a topic
model, the quality of the found topics can be quite poor. In such situation external in-
formation about the words can be quite beneficial. For instance prior word probabilities
can help sampling word topic distributions from a Dirichlet distribution by adding prior
weights on more likely words. In this sense, we try to align the topics with an exter-
nal probability model like a language model p(w) over some of the words. Structural
external information like similarities of words can provide further help to align the top-
ics. Hence, prior weights of whole groups of similar words can be used to estimate the
topics.

To measure the quality of the found topics, intrinsic measures like the perplexity
have been used in the past. Recently, coherence measures have been introduced as an
evaluation measure for topics that agree well with human judgements, see [11]. These
coherence measures use external information to evaluate how much related the most
likeliest words in the topics are. To extract coherent topics by a topic model we must
assume to have enough coherent documents. This is not always the case. In Word Sense
Induction for instance, there may be rare words that appear only in a few documents. In
such a case these documents might not be enough to generate coherent topics. Further,
very sparse documents as in collections of Blog posts or Tweets might also lack enough
information to extract coherent topics.

To increase the coherence, we propose to integrate external information like word
probabilities or word similarities from external data sources. To control the influence
from the external information we weight these information additionally. We integrate

In: P. Cellier, T. Charnois, A. Hotho, S. Matwin, M.-F. Moens, Y. Toussaint (Eds.): Proceedings of
DMNLP, Workshop at ECML/PKDD, Riva del Garda, Italy, 2016.
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external word probability information by appropriate prior distributions. We add a spar-
sity prior and a group sparsity prior on the log-likelihood of the topic model, see [16].
The sparsity inducing priors can now actively control the amount and the weight of the
external information to be integrated in the estimation of a topic model. From the group
sparsity we expect more coherence since whole groups of words are considered. These
groups are expected to be more coherent since they are similar based on some external
information.

2 Related Work

There are many previous approaches integrating external information into the genera-
tion of a topic model. [8] use a regression model on the hyperparameters of the Dirichlet
prior for LDA. They use Dirichlet multinomial regression to make the prior probability
of the document topic distribution dependent on document features. [14] integrate word
features into LDA by adding a Logistic prior on the parameter of the Dirichlet prior
of the word topic distribution. [9] integrate correlation information about words into a
topic model. They propose regularized topic models that have structural priors instead
of Dirichlet priors. These structural priors contain word co-occurrence statistics for in-
stance. [7] propose a Pólya Urn Model to integrate co-occurrence statistics into a topic
model. [4] use First Order Logic incorporated into LDA to leverage domain knowledge.
[3] incorporate information about words that should or should not be together in a topic
from topic model. [6] integrate lexical semantic relations like synonyms or antonyms
derived from external dictionaries into a topic model.

In the last years many approaches have been proposed to evaluate topic models.
[17] propose to estimate the probability of some held-out documents of the collection
used for topic modelling. The authors propose several sampling techniques to efficiently
approximate this probability. [10] propose to evaluate topic models based on external
information. They use pointwise mutual information (PMI) based on co-occurrence
statistics from external text sources to evaluate topics. [11] evaluate topic models by
coherence of the topics. They authors showed that the coherence measure agrees with
human evaluations of the topics. [1] evaluate topics based on distributional semantics.
They find semantic spaces such that words that are semantically related based on statis-
tics on Wikipedia are close in these spaces. [15] developed a framework for measuring
coherence in topics. The authors performed large empirical experiments on standard
data sets and possible coherence measures to evaluate the framework.

3 Topic Models with Prior Information of Words

We integrate external information into LDA via priors on the word-topic distributions.
Similar to the approach by [8], we define an asymmetric Dirichlet prior with metapa-
rameter β on the word topic distribution θ. β specifies the prior believe on the distri-
bution of the words before we have seen any data. We make β dependent on the word
distribution from the external information p(w). We set βw,t = exp(λw,t) · p(w) for
a weight parameter λw,t for the individual influence of the prior information in each
topic. If λw,t is zero, the prior believe of the probability of w is directly used. If λw,t is
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less than zero, the prior believe is weighted down. If λw,t is greater than zero, the prior
believe is weighted up.

The optimal parameters λ must be found by optimizing the likelihood of the topic
model. We perform alternating optimization of the parameters with quasi Newton meth-
ods and Gibbs sampling of topics to find the optimal topic model.

For the optimization of the parameters we minimize the part of the negative log
likelihood from standard LDA that depends on β:

L =
∑

t

logΓ (β̃t + nk)− logΓ (β̃t)+

∑

t

∑

w:nw,t>0

logΓ (βw,t)− logΓ (βw,t + nw,t)

with β̃t =
∑

w βw,t.

3.1 Sparsity Priors for LDA

We propose to use a sparsity inducting priors on the parameter λw,t weights to influence
the prior information about word w for topic t. We expect that some parts of the prior
information play a bigger role than other parts in the estimated topic model. To find out
which parts are important we impose sparsity to identify them.

We add a Laplace prior on the λ parameters to gain sparsity. This means, we aim
at reducing the amount of adaptation of the external information. This has three advan-
tages. First, we can easily read from the parameters which parts of the prior informa-
tion influences the topics. Second, we get a simpler model that adapts the external prior
information only for some words. Third, we gain control on the amount of external
information to be integrated into the topic model.

The difference to standard LDA is that we have now an asymmetric prior β that is
derived from the external information (the word probabilities) and the weight of this in-
formation has a Laplace prior. Adding the Laplace prior of the λ parameters of the DMR
and optimizing for the negative log-likelihood is the same as putting a sparsity inducing
penalty on them. Now, the negative log likelihood is simply extended by ‖λt‖1:

L1 = L+ σ−1
∑

t

‖λt‖1.

Hence, the Laplace prior is integrated into the optimization via a sparse lasso penalty
‖λ‖1. We solve the optimization problem via Orthantwise Quasi Newton Optimization
[2].

3.2 Group-Sparsity Priors for LDA

The previous idea of limiting the adaptation of the external prior information for some
words does not consider that the information about similar words should also be treated
similar. For instance, in case the prior information about the word “book” is not adapted,
we should also not adapt the information about “author” or “books”.
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We propose to add a group lasso penalty to the negative log likelihood to gain group
sparsity:

L2 = L+ σ−1‖λ‖1 +
∑

g

γ−1‖λg‖2

for the group lasso penalty
∑

g γ
−1 · ‖λg‖2 for the groups g and the variance γ.

Conceptionally, this is the same as having a prior on the λ parameters that induces
group sparsity.

Similar to above we solve the group lasso via Blockwise Coordinate Descent with
Proximal Operators for the group penalty, see [5] for more details.

3.3 Finding Groups

To find the groups for the grouped sparsity priors on the weight parameters we use exter-
nal information about similarities of words. From such similarities we can easily gener-
ate clusters that are used as groups. We divide the weight parameter λ = (λ1, · · · , λG)
with G partial weights λg = (λw1,g, · · ·λwk,g). The partial weights build a group g if
the words w1, · · ·wk build a cluster based on the similarities from the external informa-
tion. The similarities we use are based on WordNet (see [13]). We generate a so called
affinity matrix M such that (M)ij = exp(−(1 − sim(wi, wj)) for sim the similarity
derived from WordNet. Next, we perform a spectral clustering [12] to find the groups.
Spectral clusterings performs a simple k-means clusterings on the words projected onto
low-dimensional space spanned by the eigenvectors of the affinity matrix.

4 Experiments

In this section, we investigate the topics extracted by our proposed methods (SparsePrior)
for LDA with sparsity prior, (GroupPrior) for LDA with group sparsity prior) and
compare them with two standard state-of-the-art implementations of topic models that
integrate external information about words: (RegLDA) by [9] and (WordFeatures) by
[14]. Additionally, we also compare to the standard LDA with Gibbs sampling with-
out external information. For each method, we use T = 20 topics, 1000 iterations and
set α = 50/T , β = 0.1 (for standard LDA and topic models with structural prior),
γ−1 = 0.1, σ−1 = 0.1.

4.1 Data sets

We use two standard text data sets used in previous approaches of topic modelling. First,
we use the 20 Newsgroups1 data set. The data set contains about 20.000 text documents
from 20 different newsgroups. Overall we have 1000 documents per newsgroup. We
additional remove stop words and prune very infrequent and very frequent words. Sec-
ond, we use the Senseval-32 data set of English lexical samples. The data set contains

1 http://qwone.com/ jason/20Newsgroups/
2 http://www.senseval.org/senseval3
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Data 20 newsgroups Wikipedia
Method NPMI UCI UMASS nLL NPMI UCI UMASS nLL

LDA -0.065 -2.268 -5.250 2332131 -0.065 -2.268 -5.250 2332131
WordFeatures -0.061 -2.135 -4.825 2330149 -0.061 -2.135 -4.825 2330149

RegLDA -0.069 -2.443 -5.520 2332699 -0.069 -2.443 -5.520 2332699
SparePrior -0.070 -2.472 -5.359 2334633 -0.070 -2.472 -5.359 2334633
GroupPrior -0.055 -2.116 -4.796 2333298 -0.055 -2.116 -4.796 2333298

Table 1. Results on the different data sets: 20 newsgroups data set and Wikipedia talk pages.

Data SensEval
Method NPMI UCI UMASS MI

LDA -0.050 -1.712 -3.706 0.359
WordFeatures -0.058 -1.744 -4.096 0.328

RegLDA -0.056 -1.767 -3.693 0.323
SparePrior -0.025 -0.747 -3.060 0.290
GroupPrior -0.021 -0.634 -3.056 0.360
Table 2. Results on the SensEval data set.

texts from Penn Treebank II Wall Street Journal article. The sizes of the data sets range
from 20 to 200 documents per word. Further, we use the wikipedia talk pages to apply
the method to a more recent data source of internet based communication. As example,
we extract 10.000 postings of discussions on wikipedia from 2002 to 2014 that contain
the term ”cloud”.

4.2 Coherence Results

In the first experiments, we compare to the state-of-the-art LDA implementations with
external information about words and standard LDA in terms of quality. We want to
show that our model produces more coherent topics. To evaluate the coherence of

Fig. 1. NPMI for different sample sizes and document length used.
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the found topics, we use Pointwise Mutual Information (UCI), normalized Pointwise
Mutual Information (NPMI) and arithmetic mean of conditional probability (UMass),
see [15]. Further, for the two larger data sets 20 news groups and the postings from
wikipedia we also estimate the negative log-likelihood (nLL) on a held out data set.
Finally, on the SensEval data set, we also estimate the Mutual Information (MI) of the
found topics to the true sense.

The results on the 20 newsgroups data set on the left in Table 1 show that our
proposed group sparsity prior results in topic with better coherence measures than the
state-of-the art methods and the standard LDA. From the state-of-the-art competitors
only WordFeatures performs comparably good. In terms of loglikelihood, WordFea-
tures performs best. For the wikipedia talk pages we get similar results as shown on the
middle in Table 1.

Finally, we compare the different topic model methods on collection of very small
data sets. In Table 2 shows the resulting coherence values on the SensEval data set. LDA
with our proposed grouped sparsity prior performs better on all data samples compared
to the competitor.

We are especially interested in how the different methods perform on very small
data sets. To investigate this, we evaluate the NPMI for the different methods on dif-
ferent sample sizes and different document lengths of the samples. For the 20 news
groups date, we sample 100, 100, 5000 and 10000 documents to extract topics. From
the wikipedia talk pages we extract postings of different context sizes from 100 to 1000
characters. In Figure 1, we see that our propose sparsity and group sparsity priors re-
sults for small samples and small context sizes in the highest NMPI. In these situations
our proposed methods of using the group sparsity pays of the most.

5 Conclusion

In this paper we propose to integrate external information about words into topic mod-
els to increase topic coherence. We use different priors on the metaparameters for LDA.
To control the amount of the integration of the external information we weight them
individually. Adding sparsity inducing priors on these weights enables active control
on the how much we adapt the external information. By this we trade off topic coher-
ences and likelihood of the topics. Our proposed group sparsity prior further enables
integration of external similarity information about words. Now, we can influence the
external information of whole groups of words that are similar. The results on large data
collections showed the benefit of our proposed method in terms of topic coherence. Fi-
nally, we showed that on very small data sets, the group sparsity inducing prior results
in better performance.
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Abstract. Topic sentiment joint model is an extended model which aims to deal 

with the problem of detecting sentiments and topics simultaneously from online 

reviews. Most of existing topic sentiment joint modeling algorithms infer result-

ing distributions from the co-occurrence of words. But when the training corpus 

is short and small, the resulting distributions might be not very satisfying. In this 

paper, we propose a novel topic sentiment joint model with word embeddings 

(TSWE), which introduces word embeddings trained on external large corpus. 

Furthermore, we implement TSWE with Gibbs sampling algorithms. The exper-

iment results on Chinese and English data sets show that TSWE achieves signif-

icant performance in the task of detecting sentiments and topics simultaneously. 

1 Introduction 

With the rapid development of e-commerce and social media, it is extremely urgent and 

valuable to automatically analyze the reviews to detect sentiments and topics simulta-

neously. Great effort on new methodologies for detecting topics and sentiments simul-

taneously has flourished in the recent years [1-5].  

Several works extending probabilistic topic models[6,7] have been designed to 

tackle the problem of the joint extraction of sentiments and latent topics from docu-

ments in the recent years [2, 3, 8]. The joint sentiment topic model (JST) [2] extends 

LDA to a four-layer model by adding an additional sentiment layer between the docu-

ment and the topic layers. Topic sentiment mixture (TSM) [8] jointly models topics and 

sentiments in the corpus built on the basis of PLSI. These approaches infer sentiment 

and topic distributions from the co-occurrence of words within documents. However, 

when the training corpus is small or when the documents are short, the sentiment and 

topic distributions might be not very satisfactory. Additionally, most of recent works 

[2, 3, 9] try to incorporate some polarity lexicons into their models as the prior 

knowledge. However, these approaches still have their limitations, for example if the 

polarity lexicons are not rich, the improvement of the prior is very limited. As a result, 

we have to seek for other approaches.  

Most recently, word embeddings are gaining more and more attention, since they 

show very good performance in a broad range of natural language processing (NLP) 

tasks [10-12]. For example, [10] incorporates latent feature vector representations of 

In: P. Cellier, T. Charnois, A. Hotho, S. Matwin, M.-F. Moens, Y. Toussaint (Eds.): Proceedings of
DMNLP, Workshop at ECML/PKDD, Riva del Garda, Italy, 2016.
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words to LDA model, and [11] employs latent topic models to assign topics for each 

word in the text corpus, and learns topical word embeddings (TWE). But these models 

only complete the task of mining topics. Little attention has been devoted to topic sen-

timent model with word embeddings so far. In this paper, we propose a new topic sen-

timent model which incorporates word embeddings. To the best of our knowledge, it is 

the first work to formulate topic sentiment model with word embeddings. 

In contrast with other topic sentiment modeling frameworks, our model is distin-

guished from them as follows: (1) we incorporate word embeddings trained on very 

large corpora. It significantly improves the sentiment-topic-word mapping and extends 

semantic and syntactic information of words. (2) experiments are performed on four 

real online review data sets for two kinds of language (English and Chinese), which 

show that our model is used more extensive. (3) we also compare the performance on 

incorporating the sentiment polarity and without introducing sentiment polarity respec-

tively to demonstrate that our new model is fully unsupervised. We find that our unsu-

pervised model is highly portable to other domains for the sentiment classification task 

and achieves significant performance in the task of sentiment analysis, and extracting 

sentiment-specific topics. 

2 Topic and Sentiment Model with Word Embeddings 

 

Fig. 1. Graphical representation of TSWE model 

2.1 Topic and Sentiment Model with Word Embeddings 

In this section, we propose a novel topic sentiment model with word embeddings called 

TSWE, as shown in Fig. 1. TSWE is formed by taking the original topic sentiment 

model JST [2, 3] and replacing their Dirichlet multinomial component with a two com-

ponents mixture of a sentiment-topic-to-word Dirichlet multinomial component and a 

word embeddings component. Our model defines the probability that it generates a 

word from embeddings component as the multinomial distribution  with: 

  (1) 
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The negative log likelihood  according to our model factorizes topic-wise into fac-

tors  for each topic associated with sentiment. we derive: 

    (2) 

Then we apply L-BFGS implementation [13] from the Mallet toolkit [14] to derive 

the topic vector  that minimizes . 

2.2 Generative process for the TSWE model 

The formal definition of the generative process of TSWE model is as follows: 

For each of sentiment-topic pair ( , )  

         generate the word distribution of the sentiment-topic pair ~  

For each document  

draw a multinomial distribution  ~  

For each sentiment label  under document  

draw a multinomial distribution  ~  

For each word  in document  

-draw a sentiment label  ~   

-draw a topic  ~   

-draw a binary indicator variable  ~    

-draw a word  ~  

2.3 Gibbs sampling for TSWE model 

In this section, we introduce the Gibbs sampling algorithm [15] for the TSWE 

model.The detailed derivation process on Gibbs Sampling for topic models can refer 

the literature [16].  

The Posterior probability can be obtained from the joint probability as follows: 

  (3) 

Samples derived from the Markov chain are then used to estimate ,  and  as de-

picted in equation (4), (5), (6).  

  (4) 

  (5) 

   (6)  
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3 Experiment 

In this section, we explore the performance of TSWE model on document-level senti-

ment classification and topic extraction evaluations on different kinds of datasets for 

English and Chinese.  

3.1  Experimental setup  

3.1.1 Training word embeddings  

We train 300 dimensional word embeddings on two corpus by using the Google 

word2vec toolkit [17]: Chinese Wikipedia1 and English Wikipedia2.  

3.1.2 Experimental datasets  

We perform experiments on two kinds of sentiment mining datasets, Chinese and Eng-

lish. Chinese datasets consists of three categories of product reviews datasets3 including 

book, hotel, and computer, with 1000 positive and 1000 negative examples for each 

domain. English corpora is the polarity dataset version 2.04 which is introduced by Pang 

and Lee in 2004, consisting of 1000 positive and 1000 negative movie reviews, which 

we call MR04 dataset.  

Preprocessing: We remove the repetitive comments and stop words, the words that 

word frequencies are less than 2 or larger than 15 and the words that are not found in 

Google embeddings representations trained from Chinese Wikipedia corpus and Eng-

lish Wikipedia corpus. In addition, we perform word segment for Chinese datasets 

3.2 Parameter Setting 

We set the symmetric prior hyper-parameter =0.01 in our TSWE model. The sym-

metric hyper-parameter  is set to  , where  is the average document length and 

 is total number of sentiment labels, as noted by [3]. The  is set to the standard set-

ting . 

3.3 Experimental Results and Analysis 

In this section, we present and discuss the experimental results of both document-level 

sentiment classification and topic extraction.  

3.3.1 Sentiment classification evaluation  

We use the common metrics to evaluate classification performance: Accuracy. Table 1 

presents classification accuracy results obtained by TSWE on the computer data set 

with the number of topics  set to either 1 or 20. By varying , as shown in Table 1, 

the TSWE model obtains its best result at =0.1, where the  is set 0.1 to 0.5 is better 

                                                           
1 http://download.wikipedia.com/zhwiki/latest/zhwiki-latest-pages-articles.xml.bz2 
2 http://nlp.stanford.edu/data/WestburyLab.wikicorp.201004.txt.bz2 
3 http://www.datatang.com/data/11937 
4 www.cs.cornell.edu/people/pabo/movie-review-data/ 
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than =0.0 on computer data sets. That shows the word embeddings is effective in cap-

turing positive and negative sentiments. So we fix  at 0.1, and report experimental 

results based on this value for the rest of this section.  

Table 1. Accuracy on the computer and MR04 . 

data 
accuracy 

 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

computer 
K=1 0.765 0.791 0.786 0.791 0.781 0.776 0.726 0.689 0.653 0.653 0.561 

K=20 0.781 0.797 0.788 0.782 0.791 0.786 0.791 0.772 0.745 0.602 0.552 

                                                               

 

 

 

 

 

 

 

 

 

                                   (a)                                                                  (b)                                                 

                                   (c)                                                                  (d) 

Fig. 2. Accuracy with different topic number settings on the four datasets. 

With lexicons vs no lexicons:  

In the experiments, we compare the classification results of introducing lexicon and 

no lexicon, as shown in Fig.2, TSWE+P represents the accuracy of incorporating sen-

timent prior, TSWE-P denotes sentiment prior is not introduced. The lexicon includes 

two subjectivity lexicons, the English lexicon is the MPQA5 and the Chinese lexicon is 

Hownet emotional word set6. On most tests, the classification results of incorporating 

lexicon are almost similar to the the classification results of no lexicon on the same 

topic number. That shows the word embeddings have already captured positive and 

negative sentiments.  

TSWE vs JST with different number of topics: 

                                                           
5  http://www.cs.pitt.edu/mpqa/ 
6  http://www.datatang.com/datares/go.aspx?dataid=603399 
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Fig. 2 shows classification results produced by TSWE and the JST models on the 

four datasets with different numbers of topics. TSWE significantly outperforms JST in 

all of the datasets, particularly on the MR04 dataset where we get 20.0% improvement 

on accuracy at K = 80. The above results show that the word embeddings can help to 

extend the semantic information of words, and also can capture the sentiment infor-

mation of words.  

3.3.2 Topic extraction evaluation.  

The other goal of evaluation task is to extract topics and evaluate the effectiveness of 

sentiment topic. First we need to evaluate the topic clustering performance under the 

corresponding sentiment polarity. We use two common metrics to evaluate the perfor-

mance: perplexity and normalized mutual information(NMI)[18]. More formally, for 

a test set of  documents, the perplexity is: 

 

 

Fig. 3. Perplexity in TSWE model with different topic number settings on the four data sets  

Fig. 3 shows that the perplexity on the MR04 dataset is higher than the other datasets. 

The reason is that the word in the corpus is more than others.  

   From Table 2 we can learn that the TSWE model has better NMI than JST, the NMI 

for TSWE model is around 0.268~0.600, and the JST obtains only around 0.10~0.420, 

which shows the effectiveness of the topic cluster under the sentiment with TSWE. 

Table 2. NMI results  in TSWE and JST on data sets book and MR04. 

Data Model 
NMI 

K=1 K=5 K=10 K=20 K=40 K=60 K=80 K=100 

book 
TSWE 0.392 0.353 0.309 0.338 0.293 0.302 0.315 0.268 

JST 0.260 0.083 0.070 0.195 0.270 0.062 0.24 0.168 

MR04 
TSWE 0.542 0.600 0.572 0.554 0.507 0.550 0.472 0.540 

JST 0.358 0.420 0.248 0.370 0.195 0.101 0.100 0.164 

A topic is a multinomial distribution over words conditioned on both topics and sen-

timents. The most probable words for each sentiment-topic distribution could approxi-

mately reflect the meaning of the topic. Table 3 shows the selected examples of global 

0

800

1600

2400

1 5 10 20 40 60 80 100

p
e
rp
le
xi
ty

K

computer hotel MR04 book

46 F. Xianghua, W. Haiying and C. Laizhong



topics extracted from computer data set with JST and TSWE. Each row shows the top 

15 words for corresponding topics. We can see that some words of TSWE such as 

“cooling, fan, radiator, voice, temperature, workmanship, operation” are about the com-

puter Heat-dissipation problem, and some words such as “good, quietness, perfect, like, 

nice, suitable” are the emotional tendencies of the computer Heat-dissipation problem. 

It shows that TSWE can extract topic and sentiment simultaneously. Overall, the above 

analysis illustrates the effectiveness of TSWE in extracting opinionated topics under 

sentiment from a corpus. 

Table 3. extracted topic under different sentiment labels by JST and TSWE 

JST 

 

Pos 

漂亮/nice ; 散热/cooling; 外观/appearance; 喜欢/like; 设计/design; 

配置/configuration; 比较 /very; 时尚/fashion ;  硬盘/hard disk;  噪音/noise;  

内存/memory;  本本 /machine; 完美 /perfect; 钢琴/piano; 键盘/keyboard 

Neg 

声音/voice;风扇/fan;温度/temperature;发热量/calorific value;散热/cooling; 

硬盘/hard disk; 接受/accept; 开机/starting up; 噪音/ noise; 发热/heat; 

感觉/feeling; 确实/indeed; 运行 /operation; 控制/contro; 触摸/touch          

TSWE 

 

Pos 

散热/cooling; 风扇/fan; 不错/good; 声音/voice; 安静/quietness;  

温度/temperature;完美/perfect;散热器/radiator;喜欢/like;做工/workmanship; 

漂亮/nice; 运行/operation; 游戏/game; 合适/suitable; 效果/effect  

Neg 

散热/cooling; 风扇/fan; 声音/ voice; 温度/ temperature; 一般/general;  

不好/bad;噪音/noise;散热器/ radiator;发热量/calorific value;机器/machine; 

运行/operation; 发热/heat; 游戏/game; 硬盘/hard disk; 效果/effect 

4 Conclusions and Future Work 

In this paper, we propose a novel unsupervised generative model (TSWE) for jointly 

mining sentiments, sentiment-specific topics from online reviews. To the best of our 

knowledge, this is the first work to model topic sentiment joint model with word em-

beddings. Most importantly, the experiments on real review data sets for English and 

Chinese show that TSWE is effective in discovering sentiments and topics simultane-

ously. In the future work, we will explore how to properly introduce the lexicon with 

HowNet lexicon to improve the performance of detecting sentiments and sentiment-

specific topics.  
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