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Multi-armed Bandit problem

• Each round i of T the player chooses arm j of K and receives a payout 
of pi,j (alternatively, pays cost ci,j)

• Adaptive (adversarial): payouts (or costs) of each 
round are dependent on the outcomes of the 
previous rounds

• Non-adaptive (stochastic): payouts (or costs) of 
each round are independent of any previous 
rounds

• Full information: The player receives the payout 
from the arm he chose, but also learns the 
payouts of all other arms each round

• Bandit: The player only receives the payout of 
the arm chosen, and learns nothing of the 
payouts of the other arms





EXP3 algorithm

• High probability (at least 1- ε) regret of the form 𝑂( 𝑇𝐾𝑙𝑜𝑔(𝑇𝐾/ε))

• Accounts: with probability at least 1-ε, 𝑂( 𝑇𝐾𝑙𝑜𝑔𝐾 ∗ 𝑙𝑜𝑔
1

ε
)

• Improvement achieved with better balance of exploration vs 
exploitation

• The Accounts algorithm is a refinement of EXP3



Accounts algorithm

• Motivation:
Explore any given arm until enough confident enough that it’s a poor 
choice to overcome regret due to variance of exploration at low 
probability

“Absorb” the cost of exploring poor choices to increase likelihood of 
better payouts in the remaining rounds

• For each arm have an account, or allowance, for exploration. If the 
exponential weighting would reduce the probability that an arm is 
chosen below a certain amount, and it still has allowance for 
exploration, keep the probability and take from the account





Proof Overview

• First establish that the account value Aj
T rarely underestimates by 

much the contribution of “stepwise variance” to Rj

• Then show that the contribution of “stepwise expectations” to Rj + Aj
T

cuts off sharply at 𝑂( 𝑇𝐾𝑙𝑜𝑔𝐾)

• The result follows from these two claims



Notation

Let denote the regret with regards to arm j at time i



Notation continued

Define

Denote by Hi the history of the game prior to round i

Note that Yj
i is a martingale difference sequence



Proof, given

Assume wlog that (α+7) 𝑇𝐾𝑙𝑛𝐾 < T, then by definition of Yj



Proof cont.

By lemmas 4.1 and 4.2, we have

And summing error probabilities completes the proof for the tail inequality

The desired bound follows



Needed theorems
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