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Abstract
Electromagnetic side-channel analysis is a powerful method for
monitoring processor activity and compromising cryptographic sys-
tems in air-gapped environments. As analytical methodologies and
target devices evolve, the importance of leakage localization and
probe aiming becomes increasingly apparent for capturing only
the desired signals with a high signal-to-noise ratio. Despite its
importance, there remains substantial reliance on unreliable heuris-
tic approaches and inefficient exhaustive searches. Furthermore,
related studies often fall short in terms of feasibility, practicality,
and performance, and are limited to controlled DUTs and low-end
MCUs.

To address the limitations and inefficiencies of the previous ap-
proaches, we propose a novel methodology—ProbeShooter—for
leakage localization and probe aiming. This approach leverages
new insights into the spatial characteristics of amplitude modu-
lation and intermodulation distortion in processors. As a result,
ProbeShooter provides substantial improvements in various as-
pects: 1) it is applicable to not only simple MCUs but also complex
SoCs, 2) it effectively handles multi-core systems and dynamic
frequency scaling, 3) it is adoptable to uncontrollable DUTs, mak-
ing it viable for constrained real-world attacks, and 4) it performs
significantly faster than previous methods. To demonstrate this,
we experimentally evaluate ProbeShooter on a high-end MCU
(the NXP i.MX RT1061 featuring a single ARM Cortex-M7 core)
and a complex SoC (the Broadcom BCM2711 equipped with the
Raspberry Pi 4 Model B, featuring four ARM Cortex-A72 cores).

CCS Concepts
• Security and privacy→ Side-channel analysis and counter-
measures; Embedded systems security.

Keywords
Hardware security, Electromagnetic side-channel analysis, Leakage
localization, Cartography

1 Introduction
Electromagnetic Side-Channel Analysis (EMSCA) is a widely used
method due to its versatility, enabling the monitoring of processor
activity [27, 30] or compromising cryptographic systems [11, 31, 34]
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in air-gapped environments. Many studies have been measuring
near-field electromagnetic (EM) emissions from various sources
to capture Integrated Circuits’ (ICs) information leakage: 1 the
surface of the chip (silicon die), 2 decoupling capacitors, 3
power rails on the PCB or substrate, and 4 power manage-
ment ICs (PMICs). However, except for source 1 (the surface of
the silicon die), all other sources ( 2 – 4 ) share characteristics with
power leakage, offering no significant advantage over power anal-
ysis beyond being air-gapped; the benefit of measuring localized
leakage has been completely overlooked. When targeting low-end
ICs, considering such factors may seem excessive. However, as tar-
get ICs become more advanced (e.g., multi-core systems, complex
SoC, and more), it is essential to fully utilize all the advantages of
EM side-channel characteristics at the silicon die level [2, 32].

Direct probing on the surface of the chip (silicon die) involves
leakage localization and probe aiming to ensure that only the
desired signal is captured with a high Signal-to-Noise Ratio (SNR)
in a silicon with a diverse integration of functional components.
To achieve this, the following inscrutability of EM side-channel
characteristics must be considered:
✽ The leakage map can significantly differ depending on various

factors such as the probe coil diameter, orientation, and mea-
surement height even for the same chip (i.e., multi-dimensional
characteristics) [12–14].

✽ Even with approximate layout obtained from decapping or X-ray
imaging, it remains challenging to accurately pinpoint the source
of EM side-channel leakage. This is because EM side-channel
can originate from various sources within the chip, including not
only logic circuits but also top metal layers (primarily involved
in power distribution) and bond wires [13, 19].

Thus, the importance of methods for achieving rapid and accu-
rate leakage localization and probe aiming in the given setup is
underscored, with several studies having been conducted on this
matter.

Previous Approaches and Its Limitations. Numerous leakage
localization studies have been conducted targeting cryptographic
implementations [8, 14, 15]. These methods involve executing a
cryptographic algorithm with a known key in a controlled environ-
ment and evaluating key recovery performance or other metrics
at location candidates on the chip surface. However, these meth-
ods are notably expensive due to the need to measure and analyze
numerous time series. As the DUT becomes more advanced and
the spatial granularity increases, the cost becomes unaffordable,
making them applicable only to low-end MCUs and thus limiting
their feasibility. Moreover, these methods have limited practicality,
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as they cannot be applied to DUTs with features like multi-core
or frequency scaling, nor in uncontrollable environments. Further
details on previous approaches can be found in §5.

Another approach involves analyzing the power density around
the operating clock in the frequency domain. However, this method
has not yet been systematically studied and tends to rely on heuris-
tic approaches [11, 21, 34]. This approach may succeed in some
instances; however, it is likely to face several limitations, including
the following:
✽ The operating frequency of other components within the silicon

die, or its harmonics and other modulation results, may overlap.
This likelihood is further increased if the core clock frequency
is expressed as a round number.

✽ When observing the power density of the core clock frequency,
signals from the Phase-Locked Loop (PLL)—generating the clock—
can be measured stronger than those near the core. Therefore,
the leakage from the core might be negligible, making it difficult
to identify.

✽ Specific methodologies for isolating individual core signals in
multi-core systems and addressing frequency scaling have not
been studied.

✽ In the absence of established methodologies, reliance on heuris-
tic approaches results in reduced precision and robustness of
probe aiming.

Our Approach. To address the limitations and inefficiencies of pre-
vious approaches, we propose a new practical methodology for leak-
age localization (cartography) and probe aiming—ProbeShooter.
This is an end-to-end framework that systematizes the entire pro-
cess from signal measurement to analysis. Additionally, this ap-
proach targets CPU cores rather than cryptographic implementa-
tions, leveraging Amplitude Modulation (AM) and Intermodulation
Distortion (IMD) characteristics through frequency analysis. Re-
cently, EM side-channel leakage has become increasingly valuable,
not only for cryptanalysis but also for applications requiring CPU
activity, including EM-based anomaly detection [24, 29, 30] and
forensic approaches [27, 28]. Therefore, ProbeShooter enables
probe aiming with greater versatility when targeting CPU cores.
The advantages of the proposed method are described in the fol-
lowing paragraph, along with the contributions.

Contributions.We summarized our contributions as follows:
✽ Wepresent new observations on the spatial characteristics of AM

and IMD in processors. Based on these observations, we propose
ProbeShooter, a novel methodology for leakage localization
and probe aiming in two distinct thread models. This approach
is, to the best of our knowledge, the first of its kind.

✽ While previous approaches are limited to low-end MCUs in
terms of practical applicability, ProbeShooter can also be ap-
plied to complex SoCs. To emphasize high feasibility, we conduct
experiments using the off-the-shelf high-end MCU and the com-
plex SoC.

✽ The proposed method effectively addresses systems with multi-
core and dynamic frequency scaling, unlike previous approaches.
Furthermore, it can be adopted for uncontrollable DUTs, making
it suitable for constrained real-world attacks. This emphasizes
the practicality of ProbeShooter.

✽ The proposed method achieves significantly faster performance
compared to exhaustive searches and previous studies. This im-
provement is attributed to its exclusive reliance on frequency
sweeping, in contrast to existing methods that involve key re-
covery or other forms of time series analysis on cryptographic
implementations using numerous time series.

✽ We release the artifacts of ProbeShooter, including the source
codes, to facilitate the reproducibility of experiments and ad-
vance future research.

Organization. The remainder of this paper is organized as fol-
lows: Section 2 presents new observations and insights underlying
the proposed methodology. Section 3 proposes two versions of
ProbeShooter. Section 4 evaluates ProbeShooter from various
perspectives. Section 5 examines related work and provides a direct
comparison with ProbeShooter. Section 6 discusses the limita-
tions, and Section 7 concludes the paper.

2 Key Observations for ProbeShooter
In this section, we present the key observations and insights about
the spatial characteristics of EM side-channel leakage underlying
ProbeShooter. Before presenting our new observations, we first
introduce the previous work in §2.1. And we present new observa-
tions on AM and IMD in §2.2 and §2.3, respectively. Finally, §2.4
summarizes the insights gained through our new observations and
presents their potential applications.

2.1 Previous Work
EM Side-Channel Leakage of Processor. Previous studies have
primarily described EM side-channel leakage caused by program
activity (i.e., data and instruction-dependent leakage) as uninten-
tional amplitude modulation [1, 6, 30]. That is, the signal emitted
from the switching activity—synchronized with the clock signal—
is considered the carrier, while the program activity is regarded
as the modulator. This can be reasonably explained by the fact
that the current and voltage alterations is the root cause of side-
channel leakages, including EM [23]. For Complementary Metal-
Oxide-Semiconductor (CMOS) circuits, switching activities that
consume more power—such as instructions involving data with
high Hamming weight/distance or more complex circuits—result
in higher current draw, which induces differences in amplitude.
Side-Band of AM. The EM signal generated at the clock period—
caused by the core’s switching activity—is not an ideal sinusoidal
carrier. And, program activities that modulate the carrier are also
arbitrary. Therefore, the sidebands of AM in processors may exhibit
intriguing patterns; if a processor operating at a clock frequency 𝑓c
repeatedly executes specific instructions with period 𝑇 , frequency
peaks at 𝑓c±𝑛

𝑇 Hz (where 𝑛∈N) will appear as sidebands of AM [5, 6,
37]. This enables each code region in a software to have a distinct
spectral signature, thereby contributing to various applications
such as software profiling, anomaly detection, forensic approaches,
and more [27–30].

2.2 New Observations on AM
Unintended High-Power Transmitting Antenna. According to
A. Kumar et al. [19], EM side-channel leakage from the silicon die
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is predominantly caused by the top metallization layers of the on-
chip Power Delivery Network (PDN). The top metal layer primarily
serves for power distribution and signal routing. It is designed
with the thickest and widest interconnects to handle high-current
flow, thus having a dominant influence on EM side-channel leakage
from the silicon die. This implies that during switching activity in
CMOS circuits, the power rails of CPU core in the top metal layer
will experience the most significant voltage and current variations.
That is, portions of the top metal layers associated with the core’s
power rails function as high-power transmitting antennas, emitting
amplitude-modulated signals (i.e., information leakage).
AM and Leakage Localization. For the reasons outlined above,
we can perform probe aiming by identifying the location on the
chip surface where the transmission strength of the virtual antenna
is highest. This approach is effective because 1) the CPU core’s
power domain is isolated from other components within the silicon,
resulting in localized leakage with high SNR, and 2) the power
rails—being thick and subject to significant voltage and current
variations—emit signals strong enough to be distinguished.

To achieve leakage localization for a virtual antenna, we first
induce the antenna to radiate signals at a predetermined frequency.
Here, we leverage previous research on AM sidebands of EM side-
channel leakage in processors (§2.1). By manipulating instructions,
we can generate sideband peaks at specific frequencies and scan
them in the frequency domain. A strong sideband signal indicates
intense AM, which reflects significant amplitude changes due to
program activity and can indirectly reflect the information leakage.
Consequently, the resulting leakage map serves as a guideline for
identifying information leakage and facilitating probe aiming in
the given environment.
Proof of Concept. For the Proof-of-Concept (PoC) experiment,
we conduct tests on the i.MX RT1061, a high-end MCU from NXP
(detailed setup is described in §4.1.1). We present the power distri-
bution of sideband peak from AM at the chip and silicon die level
in Figure 1(a) and 1(c), respectively. Here, the sideband peaks was
designed to occur in the form of 𝑓c±𝑛

𝑇 by applying findings from
previous research (§2.1). To assess whether these distributions can
identify sources of information leakage, we also present the actual
data leakage maps during AES-128 encryptions in Figure 1(b) and
1(d). These results demonstrate the validity of our observations
and suggest the potential for developing an effective probe aiming
methodology.

2.3 New Observations on IMD
IMD in Processors.AM is themain contributor to EM side-channel
leakage in processors, but the spectrum also includes additional
frequencies due to various coupling and modulation effects [1].
These effects are generally less significant compared to AM, often
overlap with other frequencies, or present in unpredictable forms,
and thus have not garnered substantial attention. Among these, we
focused on IMD.

IMD is a type of nonlinear distortion that occurs when two or
more signals with different frequencies interact in a nonlinear cir-
cuit, resulting in new components that are sums and differences of
the original frequencies or their harmonics (see Appendix A.1 for
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Figure 1: Comparison between the power distribution of the
sideband—(a) and (c)—and the actual data leakage from AES-
128 encryptions—(b) and (d). Data leakage refers to the aver-
aged correlation coefficients between the measurements and
the output of the 1st round SubBytes using a known full key.

more details). Although harmonic distortion—another type of non-
linear distortion—is readily observed in EM side-channel leakage,
the IMD caused by repeated program activity (coupling or internal
control/data signals from repetitive circuit operations can inter-
modulate with the clock) is challenging to detect independently
because its frequency coincides with the sidebands of AM—in the
form 𝑓c±𝑛

𝑇 Hz.
Enforced IMD and Leakage Localization. Although inherent
IMD from processor activity cannot be directly observed, we can
instead leverage the characteristics of IMD to perform interesting
tasks: injecting arbitrary signals into the processor to deliberately
induce IMD. When a signal of a specific frequency is injected into
the nonlinear circuits of a chip—which operates with its own clock—
IMD occurs between the two frequencies. Specifically, if the signal is
injected exclusively into the CPU core, IMD will occur between the
CPU core’s clock frequency and the injected signal. This distortion
causes changes in voltage and current at the IMD frequencies in
both the logic circuit of the CPU core and the connected power
rails. As noted in §2.2, the power rails on the top metal layer, being
the thickest, experience the most significant voltage and current
changes, resulting in stronger signals compared to those from other
parts. Thus, similarly to AM,we can assume the presence of a virtual
antenna emitting IMD products. Based on this, we can perform
leakage localization by scanning the chip surface using the intensity
of the IMD products as a metric.
Proof of Concept. For the PoC experiment, we use a signal gener-
ator to inject a 500 kHz sine wave into the CPU core operating at
24 MHz, inducing IMD with the clock frequency. Figure 2(a) and
2(b) show the changes in Power Spectral Density (PSD) before and



D. Bae, S. Park, M. Choi, Y. Jung, C. Jeong, H. Kim, and S. Hong

23.5 24 24.5
−110
−90
−70
−50

Frequency [MHz]

dB
m

(a) Before signal injection (PSD)

23.5 24 24.5
−110
−90
−70
−50

Frequency [MHz]

dB
m

(b) After signal injection (PSD)

0 25 50 75 100
X-offset [pts]

0

20

40

60

80

100

Y-
of

fs
et

 [p
ts

]

pW

0.1

0.2

0.3

0.4

0.5

0.6

(c) Before signal injection (Map)

0 25 50 75 100
X-offset [pts]

0

20

40

60

80

100

Y-
of

fs
et

 [p
ts

]

pW

10

20

30

40

(d) After signal injection (Map)

Figure 2: IMD generation from injecting a 500 kHz signal
into a CPU core operating at 24 MHz. The PSD is depicted
in (a) and (b), while the distribution of power density at the
IMD peak frequency (24.5 MHz) is shown in (c) and (d).

after signal injection, while Figure 2(c) and 2(d) show the changes
in power distribution at the frequency corresponding to the IMD
peak. These results also validate our observations.

2.4 Insights for ProbeShooter
Through this section, we derive the following insights:

✽ By leveraging the sidebands of AM and IMD products, we can
capture the dominant EM side-channel leakage of the CPU core
originating from the top metal layer connected to the core’s power
rail. However, this method may struggle to identify subtle EM
leakage directly emitted from the CPU core’s logic circuits, po-
tentially leading to some false negatives. This direct EM leakage
is not only difficult to exploit but also does not offer any sig-
nificant advantages over the dominant EM leakage we have
identified, and therefore, this issue can be mitigated.

✽ IMD occurs solely between the operating clock and the injected
signal, independent of the device’s operation. Therefore, leakage
localization can be performed without requiring control over
the chip. This indicates the potential for leakage localization on
uncontrollable targets.

✽ Since our new approach performed in the frequency domain,
it is robust to noise and can be executed faster than previous
methods. Moreover, in multi-core environments, if each core
operates simultaneously at a distinct frequency (period), they
can be independently identified within the frequency domain.
This indicates the potential for effective leakage localization in
multi-core systems. The fact that each core typically has its own
power rail enables this possibility.

These insights are further elaborated in §3, forming the theoretical
foundation of ProbeShooter.

3 Proposed Methodology
In this section, we propose a novel approach, ProbeShooter based
on the key observations and insights from §2. We introduce two
versions of ProbeShooter—denoted as -P(assive) and -A(ctive)—
to address various scenarios:
✽ ProbeShooter-P (§3.1 / Abbr. PS-P ). A passive version of

ProbeShooter. PS-P involves the passive observation of AM
sidebands induced by executing cyclic instruction gadgets (§3.1.3).
To achieve this, PS-P requires control over the chip (e.g., code
execution). It may be a strong assumption from the attacker’s
perspective but may not be significant depending onwhether the
chip is off-the-shelf product or from the defender’s perspective.
Attacker assumptions are discussed in detail in §3.1.1, while
applicable scenarios are covered in §3.4.

✽ ProbeShooter-A (§3.2 / Abbr. PS-A ). An active version of
ProbeShooter. PS-A involves actively injecting periodic sig-
nals into the DUT using an external signal generator. Then, the
resulting IMD products are leveraged for probe aiming. It can
be applied to uncontrollable chips, making it useful for scenar-
ios involving constrained real-world attacks. To achieve this,
PS-A requires physical access to the power rails of the target
chip (CPU core). Attacker assumptions are discussed in detail in
§3.2.1, while applicable scenarios are covered in §3.4.

High-level Representation. We show the high-level represen-
tation of ProbeShooter ( PS-P , PS-A ) in the Figure 3. The two
versions generally perform similarly but show the most significant
difference in the preliminary steps ( P-1 , A-1 ). And the subsequent
stages operate in a broadly similar manner but differ in their details.

3.1 ProbeShooter-P(assive)
3.1.1 Threat Model. PS-P requires control over the chip to enable
the evaluator to execute a cyclic instruction gadget (§3.1.3). This is
undoubtedly a strong assumption from an attacker’s perspective.
Therefore, PS-P is considered a version designed more from a
defensive standpoint rather than an offensive one (see §3.4 for more
details). However, this strong assumption can be mitigated even
from an attacker’s perspective if the target chip is a commercially
available (i.e., off-the-shelf). In such cases, an attacker could utilize
a chip of the same model as a target to generate leakage maps and
perform probe aiming. Then, the required attacker assumptions
are similar to the profiling attack scenarios in typical side-channel
analysis and therefore acceptable [7, 25].

For a multi-core system, it is required to ensure that the gadget
remains on the same core without task migration while PS-P is
running; the ability to set core affinity is required. Considering
the goal of probe aiming for a specific core, it is acceptable. Here,
code execution and core affinity configuration can be performed
by a non-privileged user. That is, root privileges are not required.
And we discuss Dynamic Voltage and Frequency Scaling (DVFS) in
§3.3 and §4.5; for the rest of the sections, we describe mechanisms
assuming a fixed CPU core clock frequency.

3.1.2 Procedure. PS-P consists of the following P-1 – P-4 steps:

P-1 Triggering Cyclic Instruction Gadget. First, the evaluator
must trigger a cyclic instruction gadget on the DUT to deliberately
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Figure 3: High-level representation of ProbeShooter (-P and -A versions).

generate the sideband peaks of the AM (§2.2). Here, a cyclic in-
struction gadget refers to a code snippet that repeatedly executes
several instructions with a fixed clock cycle (i.e., loop) and is used
to generate intentional frequency leakage—sidebands of AM. Note
that gadgets in PS-P are not found in existing instruction chunk of
a system as in ROP [26] and Spectre [17], but are executed directly
by the evaluator on a controlled system. For a more detailed ex-
planation and requirements of instruction gadgets, please refer to
§3.1.3. In multi-core systems, the gadget is executed with its affinity
set to the core under investigation. By simultaneously executing
gadgets with different clock cycles on each core, it is possible to
obtain leakage maps for all cores and perform probe aiming at once
(§3.1.4).

P-2 PSD Chunk Acquisition. Next, the evaluator scans the chip
surface using a near-field probe and a spectrum analyzer while
the gadget is running. During this process, the evaluator acquires
the PSD for all points on the grid to construct the PSD chunk
(Appendix B). Here, the frequency range should be configured to
encompass all frequencies relevant to the power density maps (M )
of the sideband peaks that will be used in the subsequent P-3 step.
And the resolution bandwidth (RBW) should be set sufficiently
to ensure that each frequency peak should be distinguishable. To
reduce noise and improve reliability—especially in complex SoCs—it
is permissible to averagemultiple PSDs at each point. This approach,
however, must be balanced against the associated time trade-offs
(§3.5). If the frequency band is noisy due to factors such as wireless
communication, the evaluator can adjust the frequency peaks by
modifying the core clock frequency or the gadget’s instruction
configuration.

P-3 Leakage Combination. In this step, multiple leakage maps
are combined into a single mapM ′ for the subsequent step. Here,
at least two maps are used, and by combining data from multiple
frequencies, some noise attenuation is achieved due to the effect
of frequency diversity. The simplest and most reliable method for
leakage combination is to compute the average of multiple maps.
For instance, if the clock frequency is 𝑓c and the inverse of the

gadget’s repetition period is 𝑓gadget, leakage combinations can be
performed simply as follows:

M′ ← (M 𝑓c−𝑓gadget +M 𝑓c+𝑓gadget )/2
It is also allowed to combine more maps if additional sideband
peaks are available.

P-4 Aim Points Extraction. Finally, the evaluator leverages the
combined leakage map (M ′) to ultimately perform probe aiming.
In this step, leaky areas of type 1–3 are extracted, and the aiming
points and their confidence levels are derived. Here, type-𝑛 areas
refers to the humps extracted from theM ′. As the type increases,
the size of the hump decreases, and it becomes more reliable. We
have detailed this process in Algorithm 1. Furthermore, to enhance
clarity, we present the high-level flow of Algorithm 1 in Figure 4.

In Algorithm 1, outliers—peaks caused by intermittent activity
from non-target components or by environmental noise—inM ′
are first removed by median_filter. And a uniform_filter is
applied to flatten the map. The size of the median_filter is kept
sufficiently small to avoid distorting the map—typically 2×2 or
3×3—while the uniform_filter is applied at a size 1.5 to 2 times
larger than the median filter.

Next, type1_humps, type2_humps, and type3_humps are sequen-
tially extracted, with the final aiming points and their confidence
levels being calculated based on the type3_humps. During this pro-
cess, the DBSCAN algorithm is employed to cluster the humps
and eliminate isolated humps. For this purpose, the maximum dis-
tance between points within a cluster (𝜖1−2) is set to an arbitrary
real value between

√
2 and 2. This ensures that only points that

are adjacent horizontally, vertically (Δ=1), or diagonally (Δ=
√
2)

are considered within the same cluster. Note that in environments
with minimal noise (e.g., averaged PSD or MCU environments), the
type2_humps and type3_humps are generally identical. However, if
the type2_humps are fragmented, we select the dominant cluster
and extract it as a type3_hump. Finally, the aim points are deter-
mined using the type3_hump, and the confidence level is calculated
based on its power density.
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Figure 4: Detailed flow of the Aim Points Extraction step as described in Algorithm 1.

Algorithm 1: Pseudo-code for aim points extraction using
a combined leakage map.
Input: Combined leakage map (M ′), Filter sizes (𝜅𝑚 , 𝜅𝑢 ), DBSCAN params

(𝑀𝑠1−2 , 𝜖1−2), Quantile thresholds (𝜏 , r)
Output: final_pts, confidence
/* ===== Map filtering ==================================== */

1 M ′′ ← median_filter(M ′ , 𝜅𝑚) // Outlier Removal

2 M ′′′ ← uniform_filter(M ′′ , 𝜅𝑢) // Map Flattening

/* ===== Type1-humps extraction and clustering ============ */

3 humps_mask← humps_extraction(M ′′′ , 𝜏)
4 type1_humps← DBSCAN_fit(humps_mask,𝑀𝑠1 , 𝜖1)
/* ===== Humps reduction and points aiming ================ */

5 final_pts, avg_power ← [], [ ]
6 for h← type1_humps do
7 type2_humps← top_values(M ′′′ ⊙ h, 𝑟)

/* ⊙: Selective extraction using hump mask h */

8 temp_humps← DBSCAN_fit(type2_humps,𝑀𝑠2 , 𝜖2)
9 type3_hump← get_dominant_cluster(temp_humps)

/* i ← Current iteration of the loop */

10 final_pts [𝑖 ] ← calc_center_coord(type3_hump)
11 avg_power [𝑖 ] ← get_avg_power(type3_hump)

12 confidence← avg_power / sum(avg_power) // Σ𝑐𝑜𝑛𝑓 𝑖𝑑𝑒𝑛𝑐𝑒=1
13 return final_pts, confidence

3.1.3 Cyclic Instruction Gadget. A cyclic instruction gadget is an
instruction snippet designed to generate intentional frequency
leakage (sideband peaks), which the evaluator executes directly.
It should take the form of an infinite loop, with the number of clock
cycles taken by each iteration being fixed. Additionally, it is advis-
able to design the instructions comprising the gadget in a manner
that allows for a rough prediction of the required clock cycles,
aiming for simplicity. For example, we utilized simple gadgets as
described in Listing 1 and Listing 2 for ARMv7-M and ARMv8-A,
respectively.
Type of Instruction.As described in §2, our approach localizes EM
leakage near the top metal layer of the core power rail; it focuses
on voltage and current fluctuation in the power rail due to program
activity. Thus, the fact that different computational circuits operate
at various locations depending on the types of executed instructions
does not affect the results of ProbeShooter. Instead, the use of
power-intensive instructions maximizes the fluctuations in current
and voltage, leading to improved results.
Clock cycles of the gadget. Accurate knowledge of the gadget’s
clock cycles is crucial for leakage combination ( P-3 ). In the case
of MCUs, assuming that PS-P has the capability to develop and

1 ;7cycles/iter. in i.MX RT1061
2 gadge t :
3 push { r1 }
4 pop { r1 }
5 b . n gadge t
6 ;

Listing 1: Example of a
gadget for ARMv7-M.

1 ;7cycles/iter. in BCM2711
2 mov x1 , #0 x1000
3 mov x2 , #0 x3
4 gadge t :
5 ud iv x0 , x1 , x2
6 b gadge t

Listing 2: Example of a
gadget for ARMv8-A.

upload firmware (§3.2.1), clock cycles can be easily determined
through debugging, performance counter, or reference manuals. For
SoCs, clock cycles can be obtained by accessing the performance
counters within the chip. This approach remains effective even
in the presence of various performance enhancement techniques
such as branch prediction and instruction-level parallelism. We
have detailed this process in Appendix C.1. By leveraging this
approach, we can achieve interference-free results by precisely
adjusting the clock cycles of the gadgets. We recommend selecting
gadget clock cycles that are coprime with the core clock frequency.
This is because if they are not coprime, sideband peaks are likely
to overlap with commonly used frequencies or their harmonics,
increasing the likelihood of interference from other components.

3.1.4 Targeting Multiple Cores Simultaneously. PS-P can target
multiple cores simultaneously by executing different gadgets on
each core. This implies that it is not necessary to complete the
preceding P-1 – P-4 steps for each core individually; a single ac-
quisition of a PSD chunk is sufficient to obtain the leakage maps
of all cores. To achieve this, the clock cycles of each gadget must
be pairwise coprime. This ensures that frequency leakage (sideband
peaks) from individual cores does not overlap, allowing all cores’
leakage to be independently present within a single PSD chunk. In
other words, by operating P-3 and P-4 on each core within one
PSD chunk, multiple cores can be targeted at once. We demonstrate
this through experiments in §4.4.

3.2 ProbeShooter-A(ctive)
3.2.1 Threat Model. This version does not require control over the
DUT; that is, it does not necessitate executing cyclic instruction
gadgets as in PS-P . Instead, the cores under investigation must be
in an active state rather than IDLE state (see §3.2.4 for more details).

PS-A requires inducing IMD by injecting periodic signals into
the power rails of the target chip (CPU core) using an external
signal generator. To achieve this, the evaluator must have physical
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access to the power rails of the CPU core. In most chips that are not
low-end, the power domain of the CPU core is isolated from other
components within the silicon die, and the power rails are con-
nected to external decoupling capacitors for voltage stabilization.
Furthermore, it is common for the power to be supplied directly
to the CPU core from the on-board PMIC, bypassing the chip’s
internal regulators. In such cases, numerous decoupling capacitors
are also connected to the power rails. Therefore, in most cases,
the evaluator can access the power rails of the CPU core through
the specific decoupling capacitors (or their associated pads). These
attacker assumptions about the physical access are similar to those
required in impedance side-channel analysis [3, 23].

3.2.2 Procedure. PS-A consists of the following A-1 – A-4 steps:

A-1 Periodic Signal Injection. To generate artificial IMD prod-
ucts, the evaluator connects a signal generator to the power rails of
the target chip (CPU core) and injects a signal at a specific frequency
𝑓inj. As noted in §3.2.1, power rails are generally accessible through
decoupling capacitors. While decoupling capacitors are typically
integrated onto the main PCB, in high-performance chips or SoCs,
they may also be located on the substrate in flip-chip packages. If
the injected signal is significantly attenuated, it is acceptable to
remove a small number of capacitors, as long as it does not impact
the chip’s operation. Typically, removing a small number of decou-
pling capacitors does not impact the chip’s operation. Injecting the
signal in this manner will result in intermodulation distortion be-
tween the core’s clock frequency and 𝑓inj, creating IMD peaks. Here,
IMD generation is independent of the DUT’s operations, making
it applicable to uncontrollable DUTs. The power and frequency of
the injected signal are discussed in §3.2.3.

A-2 PSD Chunk Acquisition. Next, the evaluator obtains a PSD
chunk. This step is identical to P-2 of PS-P , with only minor dif-
ferences in parameters such as frequency range and RBW. In PS-P ,
the frequency range is determined based on the gadget, whereas
in PS-A , it is determined solely based on the frequency of the in-
jected signal (𝑓inj). That is, the sweep range should be set to include
frequencies combined from 𝑓c and 𝑓inj, which will be used in the
subsequent step ( A-3 ).
A-3 Leakage Combination. This step is also very similar to P-3

of PS-P . The difference is that, rather than being dependent on the
gadget, it combines leakages using maps corresponding to the fre-
quencies of IMD peaks generated by signal injection. For instance,
if the clock frequency is 𝑓c and injected frequency is 𝑓inj, leakage
combinations can be performed simply as follows:

M′ ← (M 𝑓c−𝑓inj +M 𝑓c+𝑓inj )/2
However, in the case of PS-A , the IMD peaks is generally lower
and narrower compared to sideband peaks of PS-P , requiring the
use of a finer (lower) RBW. In such cases, due to the longer sweep
time, it may be difficult to sweep a frequency range wide enough to
include two or more IMD peaks; therefore, observing only one IMD
peak may suffice, allowing the A-3 step to be omitted. If step A-3

is omitted, it is recommended to perform noise reduction through
PSD averaging at A-2 .

A-4 Aim Points Extraction. This step is exactly identical to P-4

step in PS-P . Therefore, please refer to Algorithm 1 and Figure 4

presented in P-4 (§3.1.2). One important consideration is the poten-
tial for intermodulation to occur in the voltage regulators connected
to the power rails in PS-A ; false positive humps may appear. How-
ever, this occurs at consistent locations and generally exhibits a
lower confidence level compared to true positive humps, making it
feasible to eliminate through post-processing.

3.2.3 Power and Frequency of Injected Signals. Injecting signals
into the power rails has the potential to induce unintended voltage
fault attack (voltage glitch) [4]. Therefore, the signal must be applied
at a power level that does not affect the behaviour of the chip. For
𝑓inj, it is sufficient to ensure that IMD peaks do not overlap with
the hump of the clock frequency. This also varies by chip and
therefore must be determined experimentally. Our signal injection
environment, as well as the signal power and frequency, is detailed
in §4.1.2.

3.2.4 Additional Requirements for CPU Core Status. Most SoCs
employs clock gating to prevent supplying clock signal to the CPU
cores when they are not needed for power efficiency; as a result,
operational circuits—such as ALU—within the CPU core can remain
inactive. A state where the clock is not supplied to the core is
referred to as an IDLE state. In IDLE state, the core cannot generate
IMD products with the injected signal (𝑓inj) because the CPU core is
not operating. Therefore, to perform PS-A on an SoC with clock
gating, a dominant process (software) must be active within the core.
However, there is no need for specific knowledge about this process.
Note that most MCUs and several SoCs lacking clock gating features
are not relevant to this subsection.

3.3 ProbeShooter on DVFS-enabled Systems
In numerous application processor families (e.g., ARM Cortex-A
profile), the voltage and clock frequency of the cores are dynam-
ically adjusted to optimize power efficiency, a process known as
Dynamic Voltage and Frequency Scaling (DVFS). For ARM cores,
pre-defined pairs of voltage and core clock frequency—Operating
Performance Points (OPPs)—are included in the kernel, which cor-
respond to different levels of CPU workload. Then, the voltage and
clock frequency are adjusted in real-time according to the workload
on the cores, based on these predefined OPPs. When there is no
workload—distinct from a low workload—the cores may enter an
IDLE state, as mentioned in §3.2.4. To apply ProbeShooter to a
DVFS-enabled system, two major modifications are required:
#1. Broadband frequency sweep in P-2 and A-2 steps.
#2. Replacement of the leakage combination steps ( P-3 , A-3 )

with Algorithm 2.

#1. Broadband frequency sweep. When the core’s clock fre-
quency is fixed, acquiring PSD chunks over a narrow bandwidth
around the specified frequency was sufficient. However, for DVFS-
enabled systems, it is necessary to measure a sufficiently broad
bandwidth to encompass all frequencies included in the OPPs. For
example, in the Broadcom BCM2711—which will be tested in §4—
there are a total of 10 OPP pairs ranging from 600MHz to 1.5 GHz in
100 MHz increments (voltage values are omitted). Then, we need to
sweep a bandwidth of approximately 1 GHz across all points on the
chip surface. In this case, due to the use of a relatively coarse RBW,
it is essential to carefully adjust the frequency of gadgets or injected
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Algorithm 2: Pseudo-code for leakage combination to ap-
ply ProbeShooter on DVFS-enabled systems.
Input: PSD chunk (D), Clock cycle of gadget (𝑐) or frequency of injected

signal (𝑓inj)
Output: Combined leakage map (M ′)

1 M𝑡1 ,M𝑡2 ← [], [ ] // Temporary map for sideband/IMD peaks

2 for psd← D do
/* Get a single PSD for all points on the chip surface */

3 𝑓clock ← estimate_core_clock(psd)
4 𝑓leakage ← 𝑓clock/𝑐 // In PS-A , (𝑓leakage ← 𝑓inj)

/* (𝛼, 𝛽 ): Coordinates of the corresponding PSD */

5 M𝑡1 [𝛼, 𝛽 ] ← get_power_density(psd, 𝑓clock−𝑓leakage)
6 M𝑡2 [𝛼, 𝛽 ] ← get_power_density(psd, 𝑓clock+𝑓leakage)
7 M𝑙𝑒𝑎𝑘𝑎𝑔𝑒 ← (M𝑡1 + M𝑡2 )/2 // Point-wise

8 M ′ ← uniform_filter(M𝑙𝑒𝑎𝑘𝑎𝑔𝑒)

9 returnM ′

signals to ensure that sideband/IMD peaks can be distinguished
from other peaks.

#2. Leakage combination for DVFS-enabled systems. To apply
ProbeShooter to a DVFS-enabled system, we have developed a
new leakage combination algorithm that replaces P-3 and A-3 ,
as described in Algorithm 2. We estimate the variable clock fre-
quencies using wide-band PSDs measured at all points of the chip
surface. Then we identify the sideband/IMD peaks and generate
a new leakage map based on the clock estimation. Therefore, the
accuracy of the estimate_core_clock has a significant impact
on the results. Clock estimation is feasible due to the discrete and
fixed number of OPPs, which allows for various methods such as
clustering PSDs or analyzing a single PSD. Nevertheless, we have
confirmed that simply selecting the frequency with the highest
power density among those available in the OPP achieves over 75%
accuracy; it is sufficient for our purpose. Results could be improved
with a more refined clock estimation function. We evaluate the
ProbeShooter for variable frequencies in §4.5.

3.4 Real-World Scenarios and Use Cases
In most real-world scenarios, probe aiming can be effectively cov-
ered by PS-P alone. The scenarios where PS-A needs to be consid-
ered are limited to cases where the DUT is uncontrollable and the
chip is not commercially available. This is because, as mentioned
in §3.1.1, the evaluator can obtain another device equipped with
the same chip model and perform leakage localization and probe
aiming, similar to a profiling attack scenario. Therefore, the scenar-
ios requiring PS-A are limited to real-world hacking or penetration
testing contexts with constrained environment. We present the
decision tree for ProbeShooter version selection in the Figure 5.
And we have listed several representative use cases as follows:
✽ Academic research. ProbeShooter can be employed for probe

aiming in wide range of EMSCA-related studies targeting CPU
cores. Particularly, since most experiments are conducted in
unconstrained environments where code execution privileges
are readily available, PS-P can be effectively utilized.

✽ Vulnerability analysis in a less constrained environments.
For example, security engineers analyze EM side-channel vul-
nerabilities of their products to ultimately enhance the security.

Is DUT (chip)
controllable?

Is chip
commercially 

available?

No

Yes Yes

No

Figure 5: Decision tree for ProbeShooter version selection
based on the environmental constraints. The second condi-
tional branch evaluates whether the attacker’s assumptions
in a typical profiling attack scenario are satisfied.

In this case, they often have control at the code execution level
on their products, making it possible to use PS-P .

✽ EM-based anomaly detection. This emerging research area
leverages EM side-channels to monitor program activity in air-
gapped environments for anomaly detection [24, 29]. Profiling
is usually performed on systems under the operators’ control,
facilitating the effective use of PS-P . A notable application is in
military weapon systems. A similar approach can be found from
a forensic perspective [27, 28].

✽ Penetration testing or real-world hacking in constrained
environments. In highly constrained environments without
code execution privilege, PS-A can be effectively utilized.

3.5 Complexity
ProbeShooter spends nearly all of its time during the PSD chunk
acquisition phase ( P-2 , A-2 ); the costs of all other steps are negligi-
ble. Let 𝑇𝑠𝑤𝑒𝑒𝑝 be the sweep time of the spectrum analyzer, 𝑁𝑚𝑒𝑎𝑛

be the number of PSDs to average, 𝑇𝑐𝑜𝑚𝑚 be the time for transfer-
ring PSD data from the spectrum analyzer to the PC, 𝑇𝑚𝑜𝑣𝑒 be the
time for the XYZ table to move between points, and (𝑚,𝑛) be the
size of the grid on the chip’s surface. And, let the time required for
the post-processing ( P-3 – P-4 and A-3 – A-4 ) be denoted as𝑇𝑝𝑟𝑜𝑐 .
Then, the operating time of ProbeShooter (𝑇𝑝𝑠 ) is as follows:

𝑇𝑝𝑠 =

𝑇𝑝𝑜𝑖𝑛𝑡︷                                          ︸︸                                          ︷
(𝑇𝑠𝑤𝑒𝑒𝑝 × 𝑁𝑚𝑒𝑎𝑛 +𝑇𝑐𝑜𝑚𝑚 +𝑇𝑚𝑜𝑣𝑒 ) ×𝑚 × 𝑛 +𝑇𝑝𝑟𝑜𝑐

Here, 𝑇𝑝𝑜𝑖𝑛𝑡 denotes the processing time for a single point. The
theoretical complexity may appear high, as this is based on cartog-
raphy of the entire chip surface. However, unlike previous studies
that involve collecting numerous time-series signals at each point,
we perform only frequency sweep, which results in significantly
faster execution. And note that, PS-P and PS-A can be considered
to have the same time complexity under the same parameters.

4 Evaluation
In this section, we evaluate ProbeShooter across various aspects:
soundness (§4.2), robustness (§4.3), and applicability—frequency
scaling (§4.5) and multi-core system (§4.4). And we evaluate the
PS-A for the uncontrollable DUT in §4.6.

4.1 Experimental Setup
4.1.1 Device-Under-Test Setup. To emphasize the applicability and
practicality of ProbeShooter, we selected one high-end MCU and
one complex SoC with different ARM core profiles for experimen-
tation: NXP i.MX RT1061 and Broadcom BCM2711.
NXP i.MX RT1061. The NXP i.MX RT1061 is a high-end MCU
equippedwith a single-core ARMCortex-M7 (32-bit ARMv7-M). For
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Figure 6: Test bench for ProbeShooter-P. The oscilloscope is only for the evaluation and is not required for ProbeShooter.

testing i.MX RT1061, we utilized test boards that we fabricated our-
selves, based on open-source PCB designs from the ChipWhisperer
project [33]. We also developed and uploaded bare-metal firmware
using the MCUXpresso IDE provided by NXP. The i.MX RT1061,
as a high-end MCU, supports a core clock frequency of up to 588
MHz. The core clock frequencies used in the experiments vary and
will be detailed in the respective subsections and Appendix D.
Broadcom BCM2711. The Broadcom BCM2711 is a complex SoC
equipped with quad-core ARM Cortex-A72 (64-bit ARMv8-A). For
testing BCM2711, we utilized the off-the-shelf Raspberry Pi 4 Model
B released in 2019. And we deployed Raspberry Pi OS with Desktop
(Debian Bullseye / Linux kernel v5.13.0-1031) on the BCM2711. Fur-
thermore, to operate the GPU (VideoCore IV), we kept the monitor
continuously on while ProbeShooter was running and launched a
gnome-system-monitor that displayed the core utilization in real-
time graphs (GUI). The BCM2711 supports a core clock frequency
ranging from 600 MHz to 1.5 GHz in an OS-based environment.
The core clock frequency and affinity configuration varied across
experiments and will be detailed in the respective subsections and
Appendix D.

4.1.2 ProbeShooter Setup. To precisely scan the chip surface with
the near-field EM probe, we used the motorized XYZ table from
Riscure. And we used the N9010A spectrum analyzer from Agilent
(Keysight), which supports frequencies up to 3.6 GHz, to acquire the
PSD chunk. Lastly, we used the RF-B 0.3-3 near-field probe (𝜙≈2𝑚𝑚,
Δ<1𝑚𝑚) and the 30dB pre-amplifier from Langer. We show our
test bench for PS-P in Figure 6. Note that the oscilloscope was only
used for evaluation (§4.2) and is not required for ProbeShooter.

For signal injection during the A-1 step of PS-A , we utilized a
Anritsu MG36221A signal generator. The signal injection setups
for the i.MX RT1061 and BCM2711 are shown in Figure 7. Here, we
removed some decoupling capacitors connected to the CPU cores
of both the i.MX RT1061 (capacitors on main PCB) and BCM2711
(capacitors on substrate of flip-chip BGA package). And we injected
the signal through the pads of removed capacitors. Unless otherwise
specified, the default configuration for the injected signal’s shape,
frequency, power, and impedance is as follows:

(a) Case: i.MX RT1061 (b) Case: BCM2711

Figure 7: Signal injection setup for ProbeShooter-A.

✽ i.MX RT1061: Sine wave (500 𝑘𝐻𝑧, 25 𝑑𝐵𝑚, 𝑍=50Ω)
✽ BCM2711: Sine wave (10𝑀𝐻𝑧, 30 𝑑𝐵𝑚, 𝑍=50Ω)
Although 𝑉𝑝𝑝 is significantly higher than the voltage of the power
rail, in practice, the actual voltage does not fluctuate severely due
to parasitic capacitance and the remaining decoupling capacitors.
In fact, we did not observe any malfunctions or errors in the chip
during the signal injection.

4.2 Soundness
In this subsection, we demonstrate the following: “Among the aim-
ing points extracted by ProbeShooter, the one with the highest
confidence level exhibits the most significant and exploitable
EM side-channel leakage on the chip surface.”

The side-channel leakage of the processor (CPU core) can be
classified into two types: data leakage and instruction leakage [22].
To demonstrate that two significant and exploitable leakages are
emitted at the targeted points extracted through ProbeShooter,
this subsection performs following two experiments: Correlation
EM Analysis (CEMA) on i.MX RT1061 (data leakage / Exp.#S1) and
EM-based anomaly detection [29] on BCM2711 (instruction leakage
/ Exp.#S2).

[Exp.#S1: CEMA on i.MX RT1061] For the experiment, we ex-
ecuted the unprotected tiny-AES [18] at 24 MHz. And, we col-
lected 9,000 time series measurements from every point on a 7×7
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grid across the chip surface (detailed setup: Table 2 of Appendix
D). Figure 8 presents the CEMA results for the time series mea-
sured at all grid points, as well as from the targeted point using
ProbeShooter. The significant difference in the CEMA results
demonstrates that ProbeShooter is capable of performing precise
probe aiming to capture exploitable EM leakage. Noteworthy is
that the time series measurements and CEMA for 49 points took 20
hours, while ProbeShooter—even having a much higher spatial
resolution (101×101)—took only 1.6 hours; the time required for
probe aiming has been reduced by 92%, while the key recovery
performance at the extracted points has improved by 86.6% (time:
20→1.6 hours, GE: 41.9375→5.625).
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Figure 8: Comparison of CEMA results for the i.MX RT1061
(7x7 grid vs. ProbeShooter). The bars (in descending order)
represent the full-key guessing entropy of AES-128, with
lower values indicating better performance. The red bar on
the far right represents the results of ProbeShooter.

[Exp.#S2: Remote [29] on BCM2711] For the experiment, we
defined the BasicMath benchmark software from MiBench [10]
as normal behavior and executed it at 1.2 GHz on the BCM2711
(Table 3 of Appendix D). Then, we measured the EM signals and
profiled (trained) them using the Remote framework. During the
execution of BasicMath, we invoked an unprofiled function (i.e.,
abnormal) and evaluated the F1 score of a binary classifier to deter-
mine the presence of anomalies. Figure 9 shows the F1 scores for all
points on the 7×7 surface and those extracted using ProbeShooter.
The results also demonstrates that ProbeShooter is capable of
performing precise probe aiming to capture exploitable EM leakage.
And we present the F1 score map evaluated with a finer granularity
of 21×21 for each core in Figure 15 of Appendix E.
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Figure 9: F1 score comparison of the Remote on BCM2711
(7x7 grid vs. ProbeShooter). The bars represent the 1 – F1
Score on a log scale, with lower values indicating better per-
formance. The red bar on the far right represents the results
of ProbeShooter.

4.3 Robustness
In this subsection, we demonstrate the following: “ProbeShooter is
not susceptible to various factors and can provide consistent results.”

[Exp.#R1: Reproducibility] To demonstrate the reproducibility
of ProbeShooter, we conducted probe aiming five times under
identical conditions on both the i.MX RT1061 and BCM2711 (de-
tailed setup: Table 4 of Appendix D). As a result, we present the
deviations of aiming points in Figure 10, and the detailed distribu-
tion in Figure 16 of Appendix E. The deviations resulting from this
experiment will serve as a reference for analyzing the impact of
other factors.

[Exp.#R2: Clock Frequency] For the experiment, we perform
probe aiming on both the i.MX RT1061 and BCM2711 operating
at various frequencies: 24, 73.5, 196, 294, and 588 MHz for the
i.MX RT1061 and 0.6, 0.8, 1.0, 1.2, and 1.4 GHz for the BCM2711
(detailed setup: Table 5 of Appendix D). As a result, we present the
distribution of aiming points in Figure 17 of Appendix E, and the
deviations in Figure 10. This indicates that there is a deviation in
the aiming results that exceeds the level of re-attempts, depending
on the operational clock of the DUT. However, as this deviation still
averages within a Euclidean distance of 0.5 points (i.MX RT1061 <
60 𝜇𝑚, BCM2711 < 35 𝜇𝑚) and remains within the type3_hump, it
is considered acceptable.
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Figure 10: Comparison of probe aiming deviations for each
DUT and robustness evaluation. The bars represent the aver-
age Euclidean distance from centroid.

4.4 Multi-Core System

[Exp.#M1: Multi-Core System] For the experiment on the multi-
core system, we simultaneously executed different gadgets on all
cores of the BCM2711 through affinity configuration. Gadgets were
executed on core0 to core3 with iterations of 7, 11, 13, and 17
cycles, respectively. The detailed code for the gadgets and the exper-
imental setups are provided in Table 6 of Appendix D. We present
the results of leakage combination and probe aiming using a single
PSD chunk in Figure 11. This demonstrates that PS-P can simulta-
neously identify leakage from each core in a multi-core system.

To substantiate the accuracy of probe aiming for each core, ex-
perimental results from the SpectrEM [9] can be referenced. The
authors have presented the results of SpectrEM attacks on the
surface of the same BCM2711 chip, depicted as BER (Bit Error Rate)
maps for each core. Our probe aiming results show a close similar-
ity to the BER maps from SpectrEM (keep in mind the difference
in the boundaries of the scans). Additionally, the results in §4.2
demonstrate the applicability of our method to multi-core systems
through the F1 score maps for all cores presented in Figure 15 of
Appendix E. However, due to the lack of refinement and significant
variance in these F1 score maps, it may be more effective to compare
the probe aiming results with SpectrEM’s BER maps.



ProbeShooter: A New Practical Approach for Probe Aiming

0

20

40

60

80

100

Core0 Core1 Core2 Core3

0 25 50 75 10
0

0

20

40

60

80

100

(1) conf.=0.578
(2) conf.=0.422

0 25 50 75 10
0

(1) conf.=0.522
(2) conf.=0.478

0 25 50 75 10
0

(1) conf.=0.428
(2) conf.=0.297
(3) conf.=0.275

0 25 50 75 10
0

(1) conf.=0.608
(2) conf.=0.392

0.25

0.50

0.75

1.00

1.25

[nW]

X-
of

fs
et

 [p
ts

]

Y-offset [pts]

Figure 11: Leakage maps and probe aiming results for all
cores (Core0 to Core3) of BCM2711. The four cores were si-
multaneously targeted using a single psd chunk.

4.5 Dynamic Frequency Scaling

[Exp.#F1: Frequency Scaling] To demonstrate the applicability
of ProbeShooter to systems with dynamic frequency scaling, we
create a simulated PSD chunk by combining PSD measurements
taken with a fixed clock. The reason is that in our experimental
setup (BCM2711 / Dedicated Linux), high core utilization often leads
to higher clock frequencies, reducing the effectiveness of DVFS; it
is challenging to have frequency scaling features fully utilized in
our environment. Nevertheless, it remains meaningful as it may
vary depending on the frequency scaling policies or architecture.

To combine the simulated PSD chunk, we repeatedly measured
each PSD chunk while fixing the clock to all frequencies defined in
the valid OPPs—ranging from 600MHz to 1.5 GHz in 100 MHz incre-
ments. Subsequently, we replaced the PSDs for all locations on the
chip surface with those corresponding to random clock frequencies.
We present the leakage maps and probe aiming results based on the
accuracy of the estimate_clock_freq (Algorithm 2) in Figure 12.
Our results show that ProbeShooter can be effectively applied to
systems with frequency scaling, provided that the clock estimation
accuracy is approximately 75–80% or higher. The detailed setup is
described in Table 7 of Appendix D.
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Figure 12: Leakage map and probe aiming results for Core0
of BCM2711 with frequency scaling, based on the accuracy
of the clock guessing function (estimate_clock_freq).

4.6 Uncontrollable DUT
For the experiment, the inherent clock gating feature of the BCM2711
requires the assumption that a dominant process is running on the
DUT to successfully perform PS-A (§3.2.4). Therefore, we con-
ducted experiments with Core1 of the uncontrollable BCM2711
running repeated AES-128 encryptions to increase core utilization.
It is important to note that no knowledge of the internal software
(AES-128) is required, nor is there any need for control to execute
dedicated code, such as gadgets for PS-P . In contrast, the i.MX
RT1061 does not require such considerations.

[Exp.#A1: Soundness & Robustness] For the experiment, we
operated the i.MX RT1061 at 24 MHz and the BCM2711 at 1.2 GHz,
injecting signals of 500 kHz and 10 MHz, respectively (Table 8 of
Appendix D). We then performed probe aiming five times for each
case in identical environments. As a result, we present the devia-
tions of aiming points in Figure 13, and the detailed distribution in
Figure 18 of Appendix E. The reproduction error and the deviation
from the PS-P results in the area showing the highest confidence
are both less than 0.5 points—similar to the results in §4.3—and are
therefore acceptable (i.MX RT1061 < 60 𝜇𝑚, BCM2711 < 35 𝜇𝑚).

[Exp.#A2: Robustness to Injected Signal Frequency] For the
experiment, we injected signals of different frequencies into the
i.MX RT1061 and BCM2711, respectively : 0.1, 0.5, 3, 5, and 10 MHz
for the i.MX RT1061 and 5, 10, 20, 30, and 40 MHz for the BCM2711
(detailed setup: Table 9 of Appendix D). As a result, we present the
deviations of aiming points in Figure 13, and the detailed distribu-
tion in Figure 19 of Appendix E. The deviation corresponding to
the frequency of the injected signals is within 0.3 points—which is
at a level comparable to the reproduction error of the PS-P —and is
thus acceptable (i.MX RT1061 < 36 𝜇𝑚, BCM2711 < 21 𝜇𝑚).
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Figure 13: Comparison of deviations in probe aiming results
for uncontrollable DUT. The bars represent the average Eu-
clidean distance from centroid.

[Exp.#A3: Multi-Core System] We first presented the probe aim-
ing results for a dominant process operating on a single core of
the BCM2711 in Figure 20(a) of Appendix E. And the probe aiming
results for dominant processes running simultaneously on both
Core1 and Core2 are shown in Figure 20(b) and Figure 20(c).

In PS-A , the IMD peak frequencies of all cores are identical,
resulting in overlapping leakage maps. Consequently, subsequent
efforts are required to identify each individual core from the candi-
date points in the probe aiming results. Additionally, for specific
chips, injecting a signal can induce intermodulation distortion near
the voltage regulator, potentially leading to false positives. Since
this occurs consistently at the same location, it can be easily iden-
tified and mitigated through post-processing techniques, such as
removing these peaks.
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Table 1: Comparison with related work.
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Exhaustive Search ¤ µ ✗ ✗ ✓ ✗ 1×
Daniel et. al [8] ¤+ Greedy alg. µ ✗ ✗ ✗ ✗ < 100×
Iyer et. al [14] 𝜎 + Greedy alg. µ ✗ ✗ ✗ ✗ < 100×
Jiang et. al [15] 𝜎̂ + Gradient desc. µ ✗ ✗ ✗ ✗ < 100×

ProbeShooter-P | + AM � ✓ ✓ ✓ ✗ 530×
ProbeShooter-A | + IMD � ✓‡ ✓ ✓ ✓ 470×
The symbols in the table include: [¤] Known key recovery, [𝜎] Analysis of Variance (ANOVA)
with 𝐹−test, [𝜎̂] A variance-based approach, [|] Frequency sweep; [µ] Cryptographic imple-
mentation, [�] CPU core; [ – ] Feasibility level; [✓] Supported, [✗] Unsupported.
∗ Leakage localization at the individual core level when two or more cores operate simultaneously.
†Targeting the i.MX RT1061 with 5k time series at a granularity of 101×101.
‡ Leakage localization is performed by overlaying individual leakage maps of all active cores.

5 Related Work
Previous studies have generally adopted two main approaches: re-
ducing the number of location candidates and decreasing the cost
of quantifying leakage at a single point [8, 14, 15]. J. Danial et al. [8]
utilized key recovery performance as a leakage metric and reduced
location candidates using a greedy-gradient search algorithm. V.
Iyer et al. [14] also reduced location candidates using a greedy
search algorithm. They further improved performance by replacing
the leakage metric with an Analysis of Variance (ANOVA) approach.
M. Jiang et al. [15] reduced location candidates using gradient de-
scent, similar to [14], while applying an ANOVA approach; however,
they used standard deviation values directly instead of an 𝐹 -test.
Greedy search and gradient descent do not guarantee full coverage
and may get stuck in local minima. Moreover, in cases with highly
localized leakage—such as our i.MX RT1061 target—performance
improvements are limited. Targeting data leakage in cryptographic
implementations is also not feasible for complex SoCs, as identify-
ing leakage at a single point can be highly time-consuming.

F. Werner et al. [35, 36] modeled approximate leakage sources
based on signals measured at the edges of the PCB using Nelder-
Mead simplex optimization. However, because this approach fo-
cuses on EMI/EMC, it is conducted at the PCB level rather than
the chip level, limiting its applicability in the context of EMSCA. B.
Hou et al. [13] identified leakage sources on the chip by clustering
frequencies with similar spatial coherence using the DBSCAN al-
gorithm. However, this approach is impractical for complex SoCs
where numerous components operate at diverse frequencies within
a silicon die. Moreover, it has not been demonstrated whether ex-
ploitable leakage can be identified within the data processing logic.
We compare ProbeShooterwith the literature in the same research
category, as shown in Table 1.

6 Discussion
Applicability to Hardware Cryptographic Implementation.
ProbeShooter enables EM leakage cartography and probe aiming
for CPU cores. However, in the context of cryptanalysis, further
research is required to identify leakages in hardware implemen-
tations such as FPGAs, ASICs, and cryptographic co-processors.
Nevertheless, many cryptographic algorithms are still executed

on CPU cores—particularly new schemes, public key cryptogra-
phy, and proprietary standard schemes of specific nations—and
EM side-channel has numerous applications beyond cryptanalysis,
which makes ProbeShooter highly valuable. In fact, numerous
studies on optimized cryptographic implementations for specific
CPU architecture provide evidence supporting this claim [16, 20].
Multi-core Discernibility of PS-A . PS-P allows the evaluator to
directly execute gadgets, enabling the acquisition of leakage maps
for all individual cores in a multi-core system by running gadgets
on each core separately. However, for PS-A , if a dominant process
is active on two or more cores simultaneously, the leakage maps
for these cores are obtained in an overlapping manner, which may
make it difficult to separate the leakage maps for individual cores.
This is because we cannot access the individual power rails of each
core separately from the others. Therefore, further work is required
to achieve spatial separation of individual cores’ leakage.
High Budgetary Costs of Test Bench. ProbeShooter requires
a spectrum analyzer, a motorized XYZ table, and a signal generator.
These instruments are generally costly, which can make it challeng-
ing to set up a test bench. However, it is possible to mitigate the cost
constraints by setting up a test bench using relatively inexpensive
equipments. For example, a spectrum analyzer and amotorized XYZ
table can be replaced by a Software-Defined Radio (SDR) and 3D
printer-based equipment [8], respectively. Such alternative equip-
ment must take into account their lower performance. In particular,
SDRs may be limited by their RBW and bandwidth, while non-SCA-
specific motorized XYZ tables may exhibit restricted precision and
position reproducibility.

7 Conclusion
In this paper, we proposed ProbeShooter, a novel methodology
for leakage localization and probe aiming that leverages the spa-
tial characteristics of AM and IMD. Our approach addresses the
limitations of previous methods by providing a practical solution
applicable to both high-end MCUs and complex SoCs. Through
experimental validation, we demonstrated that ProbeShooter out-
performs previous approaches in terms of feasibility, practicality,
and performance.

Our findings highlight the potential of ProbeShooter to signifi-
cantly advance EMSCA-related research by enabling precise capture
of information leakage from CPU cores with high SNR. This ca-
pability not only facilitates academic research but also enhances
the feasibility of real-world attacks in constrained environments.
Furthermore, the versatility of ProbeShooter allows for its ap-
plication across various systems, including those with multi-core
architectures and dynamic frequency scaling. Future work could
explore extending this methodology to other hardware targets, such
as FPGAs, GPUs, NPUs and cryptographic co-processors.

Availability
ProbeShooter is available at:
https://github.com/ProbeShooter/AsiaCCS25-ProbeShooter
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A Nonlinear Distortion (NLD)
Transistors—the building blocks of digital processors—are repre-
sentative nonlinear electronic components. This implies that the
relationship between input and output variables deviates from lin-
earity in terms of voltage, current, or other relevant parameters.
When a radio frequency signal passes through a nonlinear compo-
nent (or circuit), additional frequencies beyond the fundamental
frequency are introduced as a consequence of signal deformation,
known as nonlinear distortion (NLD). The most prevalent forms of
NLD include intermodulation distortion (IMD).

A.1 Intermodulation Distortion (IMD)
When two or more frequencies of signals interact in a nonlinear sys-
tem, integer multiples of each fundamental frequency are generated.
And the sum and difference frequencies between the fundamental
frequencies and their integer multiples are generated. All these
signals superposed with the fundamental signal, causing distortion,
and this is referred to as IMD. The time-varying signal 𝑉IMD (𝑡) dis-
torted by intermodulation products (IMPs) of fundamental signals
(𝑓1, 𝑓2, · · · , 𝑓n) is as follows:

𝑉IMD (𝑡) =

Fundamental signals︷                              ︸︸                              ︷
𝑉𝑓1 (𝑡) +𝑉𝑓2 (𝑡) + · · · +𝑉𝑓n (𝑡)

+

Intermodulation products︷                                      ︸︸                                      ︷
∞∑︁
𝑜=2

©­«
∑︁

k∈K𝑜

𝑉𝑘1 𝑓1 + 𝑘2 𝑓2 + · · · + 𝑘n 𝑓n (𝑡)ª®¬
where 𝑜 and k denote the intermodulation order and the coeffi-
cient vector (k=(𝑘1, 𝑘2, · · · , 𝑘𝑛)), respectively. And, K𝑜 is defined
as follows for a given intermodulation order 𝑜 :

K𝑜 =

{
k
���|𝑘1 | + |𝑘2 | + · · · + |𝑘𝑛 | = 𝑜, 𝑘𝑖 ∈ Z

}
For instance, when considering two frequencies, 𝑓1 and 𝑓2, all (𝑘1, 𝑘2)
pairs representing the 2nd order (𝑜=2) IMPs are (0, 2), (0, -2), (2, 0),
(-2, 0), (1, 1), (1, -1), (-1, 1), and (-1, -1). For these pairs, taking
the absolute value of negative frequencies and removing duplicate
frequencies yields the 2nd order IMPs: 2·𝑓1, 2·𝑓2, 𝑓1+𝑓2, 𝑓1−𝑓2, and
𝑓2−𝑓1.

Commonly encountered form of IMD often reflects scenarios
in the field of mobile communications, where two frequencies are
in close proximity. In the case of IMD between adjacent frequen-
cies, odd-order IMDs may affect the quality of the signal, while
even-order IMDs—being far away in frequency domain—are out of
interest. In contrast to adjacent fundamental frequencies, we intend
to analyze the IMD that occurs between the low-frequency signals—
generated by an external signal generator—and the high-frequency
clock signals. In this case, all intermodulation products occur close
to the fundamental frequencies, regardless of whether the order
is even or odd. Figure 14 shows the frequency analysis results of
the intermodulation-distorted signal 𝑉IMD (𝑡) caused by interaction
between the low (𝑓1) and the high frequency (𝑓2) signals.

𝑃

𝑓
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Fundamental
signal (𝑓1)

2𝑓1
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3𝑓1

IMD3
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IMD4
IMD3

IMD2
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IMD4

· · ·

Figure 14: The periodogram of intermodulation-distorted
signal (up to 4th order IMD). The humps—consisting of fre-
quency peaks—centered around 3·f2 and 4·f2 are omitted.

B PSD Chunk and Spectrum Cartography
To understand the mechanism of the ProbeShooter, we introduce
PSD chunk and spectrum cartography. A PSD chunk (D) refers to
the frequency domain data of the entire chip surface measured at
both PS-P and PS-A , and is obtained using a spectrum analyzer. To
acquire the PSD chunk, first we divide the chip surface into an𝑚×𝑛
grid of points. Here, the grid must include the vertices and edges
of the chip (die) to ensure full coverage. For instance, dividing a
12×12𝑚𝑚 surface into an 11×11 grid requires an axis spacing of
1.2𝑚𝑚 for each point. And we obtain a PSD chunk by measuring the
PSD within the frequency range of 𝑓a to 𝑓b for all points. In this way,
the PSD chunk is composed of spectral maps (M ) corresponding
to all valid discrete frequencies between 𝑓a to 𝑓b. That is, the map
M 𝑓t for the frequency 𝑓t—within the range 𝑓a to 𝑓b—is defined as
follows:

Mft
𝑚×𝑛 =


𝑆1,1
𝑥𝑥 (𝑓𝑡 ) 𝑆1,2

𝑥𝑥 (𝑓𝑡 ) . . . 𝑆1,𝑛
𝑥𝑥 (𝑓𝑡 )

𝑆2,1
𝑥𝑥 (𝑓𝑡 ) 𝑆2,2

𝑥𝑥 (𝑓𝑡 ) . . . 𝑆2,𝑛
𝑥𝑥 (𝑓𝑡 )

...
...

. . .
...

𝑆𝑚,1
𝑥𝑥 (𝑓𝑡 ) 𝑆𝑚,2

𝑥𝑥 (𝑓𝑡 ) . . . 𝑆𝑚,𝑛
𝑥𝑥 (𝑓𝑡 )


where 𝑆𝛼,𝛽

𝑥𝑥 denotes the power spectral density—measured from
a spectrum analyzer—of the time-varying signal 𝑥 (𝑡) at the point
(𝛼, 𝛽). The 𝑆𝛼,𝛽

𝑥𝑥 (𝑓t) represents power density of the frequency 𝑓t in a
linear scale typically at levels ranging from several 𝑝𝑊 to 𝜇𝑊 . And
we represent the map with the point (1, 1) always facing towards
the origin of the chip.

C Cyclic Instruction Gadget
C.1 Measuring Clock Cycles of a Gadget
This appendix presents a method for measuring the clock cycles
of a gadget used on the BCM2711. To measure the clock cycles
of the gadget, we utilized the Listing 3. This code accesses the
ARM core’s PMU (Performance Monitoring Unit) to obtain the
clock cycles after executing the gadget in a loop one million times.
Although conditional branches are present, the branch prediction
and various optimization features of the BCM2711 enable them to
execute almost like unconditional branches. In other words, the
resulting clock cycles are similar to those obtained when using an
unconditional branch (i.e., infinite loop). In practice, if the branch
prediction accuracy is high, the difference is only a few dozen
cycles; even if the accuracy is low, the difference does not exceed
one million cycles. Therefore, by dividing the result from Listing 3
by 1 million and applying the floor function, we can estimate the
clock cycles of a gadget in an infinite loop configuration.
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1 vo id p r i n t _ g a d g e t _ c y c l e s ( ) {
2 u i n t 6 4 _ t d i f f ;
3 asm v o l a t i l e ( / / I n i t i a l i z e i t e r a t i o n ( 1 , 0 0 0 , 0 0 0 )
4 "mov x4 , #1000 \ n "
5 " mul x4 , x4 , x4 \ n " ) ;
6 asm v o l a t i l e ( / / I n i t i a l i z e operands o f the gadge t
7 "mov x7 , #0 x f f f f f f f f f f f f f f f f \ n "
8 "mov x8 , #0 x f f 1 1 \ n " ) ;
9 asm v o l a t i l e ( " msr pmcr_el0 , %0 " : : " r " ( 0 x00000001 ) ) ;
10 asm v o l a t i l e ( " mrs x0 , pmccn t r_e l 0 " ) ;
11 asm v o l a t i l e (
12 " gadge t : \ n "
13 / / ===================== Gadget below =====================
14 " ud iv x6 , x7 , x8 \ n "
15 / / ========================================================
16 " subs x4 , x4 , #1 \ n "
17 " bne gadge t \ n " ) ;
18 asm v o l a t i l e (
19 " mrs x1 , pmccn t r_e l 0 \ n "
20 " sub x2 , x1 , x0 \ n "
21 "mov %0 , x2 " : " = r " ( d i f f ) ) ;
22 p r i n t f ( " Cyc l e s : % l l u \ n " , d i f f ) ;
23 }

Listing 3: Code for measuring the gadget’s clock cycles.
The value obtained by dividing the result by 1 million
and applying a floor function is used as the clock cycle
of the gadget.

C.2 Gadgets for NXP i.MX RT1061
This appendix presents the source code for the gadgets used in the
experiments on the NXP i.MX RT1061.

1 gadge t :
2 push { r1 }
3 push { r2 }
4 b . n gadge t

Listing 4: Code for the IMXRT1061-PUSHPOP-7C gadget.

C.3 Gadgets for Broadcom BCM2711
This appendix presents the source code for the gadgets used in the
experiments on the Broadcom BCM2711.

1 mov x1 , #0 x1000
2 mov x2 , #0 x3
3 gadge t :
4 ud iv x0 , x1 , x2
5 b gadge t
6 ;
7 ;
8 ;

Listing 5: Code for the
BCM2711-UDIV-7C gadget.

1 mov x1 , #0
2 movk x1 , #0 x0078 , LSL #32
3 movk x1 , #0 x1234 , LSL #16
4 movk x1 , #0 x5678
5 mov x2 , #0 x1234
6 gadge t :
7 ud iv x0 , x1 , x2
8 b gadge t

Listing 6: Code for the
BCM2711-UDIV-11C gadget.

1 mov x1 , #0
2 movk x1 , #0 x5678 , LSL #32
3 movk x1 , #0 x1234 , LSL #16
4 movk x1 , #0 x5678
5 mov x2 , #0 x1234
6 gadge t :
7 ud iv x0 , x1 , x2
8 b gadge t

Listing 7: Code for the
BCM2711-UDIV-13C gadget.

1 mov x1 , #0 x f f f f f f f f f f f f f f f f
2 mov x2 , #0 x f f 1 1
3 gadge t :
4 ud iv x0 , x1 , x2
5 b gadge t
6 ;
7 ;
8 ;

Listing 8: Code for the
BCM2711-UDIV-17C gadget.

D Detailed Experimental Setups
This appendix presents a detailed summary of the experimental
setups for each evaluation, organized in tabular form. Each table is
distinguished by an experiment identifier in the format Exp.#XX.

Table 2: Detailed experimental setup for Exp.#S1.

Exp.#S1: CEMA on i.MX RT1061

DUT ✽ Core clock freq.: 24 MHz

Gadget IMXRT1061-PUSHPOP-7C (Listing 4)

SA Setup
✽ Sweep range: 1–48 MHz (Δ47 MHz)
✽ RBW / Freq. bin: 50 kHz / 9,030 bins
✽ PSD Averaging: No

Granularity 12×12𝑚𝑚⇒ 101×101 grid (↔120 𝜇𝑚, ↕120 𝜇𝑚)
(⇒ PSD chunk of size 101×101×9030 / ≈351 MiB)

Duration 95.64 minutes

Evaluation
(CEMA)

✽ Instrument: Teledyne LeCroy HDO6104B
✽ Implementation: tiny-AES [18]
✽ Eval. granularity: 7×7 (↕↔1, 714𝜇𝑚)
✽ #Measurements per location: 9,000
✽ Sampling rate: 250 MS/s (AES-R1 / 29,137 samples)
✽ Leakage modeling: HammingWeight(SBox[𝑝⊕𝑘])
✽ Duration: ≈20 hours

Table 3: Detailed experimental setup for Exp.#S2.

Exp.#S2: Remote on BCM2711

DUT ✽ Core clock freq.: 1.2 GHz

Gadget [Core1] BCM2711-UDIV-17C (Listing 8)

SA Setup
✽ Sweep range: 1.0–1.4 GHz (Δ400 MHz)
✽ RBW / Freq. bin: 50 kHz / 40,001 bins
✽ PSD Averaging: No

Granularity 7.48×6.64𝑚𝑚⇒ 101×101 grid (↕66.4𝜇𝑚,↔74.8𝜇𝑚)
(⇒ PSD chunk of size 101×101×40001 / ≈1.52 GiB)

Duration 245.7 minutes

Evaluation
(Remote)

✽ Instrument (SDR): Aaronia SPECTRAN V6 Plus
✽ Center freq. (SDR): 1.225 GHz
✽ Sampling clock (SDR) : 46.08 MHz (upper sideband)
✽ Profiled SW: MiBench BasicMath [10] (on Core1)
✽ Eval. granularity: 7×7 (↕1.069𝑚𝑚,↔0.948𝑚𝑚 )
✽ Duration: ≈9 hours / Core

Table 4: Detailed experimental setup for Exp.#R1.

Exp.#R1: Reproducibility

i.MX RT1061 BCM2711

DUT ✽ Core clock freq.: 24 MHz ✽ Core clock freq.: 1.2 GHz

Gadget ✽ IMXRT1061-PUSHPOP-7C ✽ [Core0] BCM2711-UDIV-17C

SA Setup
✽ 1–48 MHz (Δ47 MHz)
✽ 50 kHz RBW / 9,030 bins
✽ PSD Averaging: No

✽ 1.0–1.4 GHz (Δ400 MHz)
✽ 50 kHz RBW / 40,001 bins
✽ PSD Averaging: No

Granularity ✽ 101×101 grid ✽ 101×101 grid
Duration ✽ 95.64m / PSD chunk ✽ 245.7m / PSD chunk
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Table 5: Detailed experimental setup for Exp.#R2.

Exp.#R2: Clock Frequency

i.MX RT1061 BCM2711

DUT ✽ 24, 73.5, 196, 294, 588 MHz ✽ 0.6, 0.8, 1.0, 1.2, 1.4 GHz

Gadget ✽ IMXRT1061-PUSHPOP-7C ✽ [Core0] BCM2711-UDIV-17C

SA Setup
✽ Variable range (Δ47–192 MHz)
✽ 50 kHz RBW / 9,030–37,660 bins
✽ PSD Averaging: No

✽ Variable range (Δ200 MHz)
✽ 50 kHz RBW / 40,001 bins
✽ PSD Averaging: No

Granularity ✽ 101×101 grid ✽ 101×101 grid
Duration ✽ 95.64–231.8m / PSD chunk ✽ 229.49–245.7m / PSD chunk

Table 6: Detailed experimental setup for Exp.#M1.

Exp.#M1: Multi-Core System

DUT ✽ Core clock freq.: 1.2 GHz

Gadgets

[Core0] BCM2711-UDIV-7C (Listing 5)
[Core1] BCM2711-UDIV-11C (Listing 6)
[Core2] BCM2711-UDIV-13C (Listing 7)
[Core3] BCM2711-UDIV-17C (Listing 8)

SA Setup
✽ Sweep range: 1.0–1.4 GHz (Δ400 MHz)
✽ RBW / Freq. bin: 50 kHz / 40,001 bins
✽ PSD Averaging: No

Granularity 7.48×6.64𝑚𝑚⇒ 101×101 grid (↕66.4𝜇𝑚,↔74.8𝜇𝑚)
(⇒ PSD chunk of size 101×101×40001 / ≈1.52 GiB)

Duration 245.7 minutes

Table 7: Detailed experimental setup for Exp.#F1.

Exp.#F1: Frequency Scaling

DUT ✽ Core clock freq.: 0.6–1.5 GHz (0.1 GHz increments)

Gadget [Core0] BCM2711-UDIV-17C (Listing 8)

SA Setup
✽ Sweep range: 0.5–1.6 GHz (Δ1.1 GHz)
✽ RBW / Freq. bin: 50 kHz / 40,001 bins
✽ PSD Averaging: No

Granularity 7.48×6.64𝑚𝑚⇒ 101×101 grid (↕66.4𝜇𝑚,↔74.8𝜇𝑚)
(⇒ PSD chunk of size 101×101×40001 / ≈1.52 GiB)

Duration 303.7 minutes / PSD chunk

Table 8: Detailed experimental setup for Exp.#A1.

Exp.#A1: Soundness & Robustness

i.MX RT1061 BCM2711

DUT ✽ Core clock freq.: 24 MHz ✽ Core clock freq.: 1.2 GHz

SA Setup
✽ 23.4–23.6 MHz (Δ200 kHz)
✽ 1 kHz RBW / 2,010 bins
✽ PSD Averaging: No

✽ 1209.975–1210.025 MHz (Δ5 kHz)
✽ 0.51 kHz RBW / 1,000 bins
✽ PSD Averaging: 5

Granularity ✽ 101×101 grid ✽ 101×101 grid
Signal

Injection
✽ Sine wave
✽ 500 𝑘𝐻𝑧 / 25 𝑑𝐵𝑚

✽ Sine wave
✽ 10𝑀𝐻𝑧 / 30 𝑑𝐵𝑚

Duration ✽ 95.92m / PSD chunk ✽ 339.6m / PSD chunk

Table 9: Detailed experimental setup for Exp.#A2.

Exp.#A2: Robustness to Injected Signal Frequency

i.MX RT1061 BCM2711

DUT ✽ Core clock freq.: 24 MHz ✽ Core clock freq.: 1.2 GHz

SA Setup
✽ 𝑓c − 𝑓inj ± 100 kHz (Δ200 kHz)
✽ 1 kHz RBW / 2,010 bins
✽ PSD Averaging: No

✽ 𝑓c − 𝑓inj ± 5 kHz (Δ10 kHz)
✽ 0.51 kHz RBW / 210 bins
✽ PSD Averaging: 5

Granularity ✽ 101×101 grid ✽ 101×101 grid
Signal

Injection
✽ 0.1, 0.5, 1, 3, and 10𝑀𝐻𝑧
✽ 25 𝑑𝐵𝑚 / Sine wave

✽ 5, 10, 20, 30, and 40𝑀𝐻𝑧
✽ 30 𝑑𝐵𝑚 / Sine wave

Duration ✽ 95.92m / PSD chunk ✽ 129.7m / PSD chunk

Table 10: Detailed experimental setup for Exp.#A3.

Exp.#A3: Multi-Core System

DUT ✽ Core clock freq.: 1.2 GHz

SA Setup
✽ Sweep range: 𝑓c − 𝑓inj± 5 kHz (Δ10 kHz)
✽ RBW / Freq. bin: 0.51 kHz / 210 bins
✽ PSD Averaging: 5

Granularity 7.48×6.64𝑚𝑚⇒ 101×101 grid (↕66.4 𝜇𝑚,↔74.8 𝜇𝑚)
(⇒ PSD chunk of size 101×101×40001 / ≈8.17 MiB)

Signal
Injection Sine wave (10𝑀𝐻𝑧, 30 𝑑𝐵𝑚, 𝑍=50Ω)

Duration 129.7 minutes / PSD Chunk

E Detailed Experimental Results
This appendix presents detailed experimental results.
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Figure 15: F1 score maps for all cores of the BCM2711 evalu-
ated with a granularity of 21x21, showing a significant vari-
ance in the values. Additionally, the prominent areas gen-
erally appear larger because they utilize instruction leak-
ages, which can be captured more easily than data leakages
(Exp.#S2: Remote on BCM2711).
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Figure 16: Results from repeatedly performing probe aiming
in the same environment to evaluate robustness in terms of
reproducibility (Exp.#R1: Reproducibility).
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Figure 17: Probe aiming results for different core frequencies
supported by each chip (Exp.#R2: Clock Frequency).
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Figure 18: Results from repeatedly performing probe aiming
using ProbeShooter-A in the same environment to evaluate
robustness in terms of reproducibility (Exp.#A1: Soundness
& Robustness).
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Figure 19: Probe aiming results for different injected signal
frequencies of ProbeShooter-A (Exp.#A2: Robustness to
Injected Signal Frequency).
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(a) Results with a single dominant process (Core0 to Core3).
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(b) Overlapped leakage map
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(c) Probe aiming result

Figure 20: ProbeShooter-A results for a multi-core system.
(a) shows a single dominant process running on each core,
while (b) and (c) show dominant processes running simulta-
neously on Core1 and Core2 (Exp.#A3: Multi-Core System).
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