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METHODS

CONCLUSION

• CLAP effectively reduces false positives to find 
suspected disease regions.

• Outperforms existing EAR and PLP methods in 
medical anomaly detection. 

• Future work aims to automate fine prompt 
generation to enhance usability.
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EXPERIMENTAL SETUP

• Dataset: BMAD benchmark covering MRI, CT, X-ray, 
OCT, and histopathology images.

• Models: EAR (U-Net), CLIP with positive language 
prompting (PLP) alone, and CLAP (ours).

• Evaluation: Image-level AUROC scores.

Examples of positive (P) and negative (N) language prompts

INTRODUCTION

• False positives hinders accurate detection of 
disease regions.

• CLAP refines attention by leveraging both positive 
and negative text prompts.

RESULTS

CLAP improves image-level disease detection

CLAP suppresses false positives effectively
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