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Abstract

We introduce an ADER. Discontinuous Galerkin discretization for fully coupled elastic-
acoustic earthquake simulations. The multiphysics model combines dynamic earthquake
rupture, wave propagation in elastic and acoustic media, and tsunami propagation
modeled by a linearized gravitational free surface condition. We show an ADER-DG
discretization of this model that uses an exact Riemann solver. The gravitational boundary
condition results in an element-local ODE, which we integrate with an ADER-based
Taylor series approach. We prove that the resulting scheme is stable.

We introduce an actor model for clustered local time-stepping (LTS), which groups
elements with similar time step sizes in clusters and updates them together. Our
scheduling algorithm combines state machines, which track the local status, with explicit
message passing, which informs other clusters of updates. This model includes shared
and distributed memory parallelization, resulting in an elegant abstraction that manages
computations and communication. Furthermore, we introduce two features that can
automatically fine-tune the clustering: a wiggle factor, which moves the cluster boundaries,
and the capability to automatically merge clusters with large time step sizes.

We discuss earthquake-tsunami coupling strategies and explain where the fully coupled
model fits in. We demonstrate with carefully selected scenarios that our discretization
reaches a high-order convergence rate. We introduce three applications. The first
shows that the fully coupled model gives reasonable results for an earthquake-tsunami
benchmark scenario. The second applies the fully coupled model to the Palu, Sulawesi,
2018 earthquake-tsunami event. We introduce large-scale models (89 and 518 million
elements), which capture this event with great detail. A comparison with one-way linking
reveals that the overall tsunami is captured correctly; however, the fully coupled model
results in a more complex wavefield. The third scenario is an elastic-acoustic scenario
for an earthquake induced by the stimulation of an enhanced geothermal system in the
metropolitan region of Helsinki. We model the earthquake and the sound it generates.
Our results match the observations to first order. We generate maps highlighting areas
of high velocity or high sound pressure levels. LTS led to a speedup of 30 for the largest
Palu setup and 65 for the fully coupled Helsinki setup.

We discuss single-node performance, non-uniform memory access, and mesh partitioning
for the fully coupled model. Finally, we show strong scaling results for the Palu scenario.
The largest setup achieves a parallel efficiency of 83 % when scaling from 500 to 6000
nodes of the cluster Frontera. When using the wiggle factor, the time-to-solution at the
largest scale is 74.7 % of the simulation without.

These results show that the resulting solver is stable, reaches high-order convergence,
scales to large machines, and can be used for multiple applications.
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Chapter 1.
Introduction

A devastating Myy 7.5 earthquake and a resulting tsunami hit Palu, Sulawesi, in September
2018, causing thousands of deaths and displacing hundreds of thousands of people [117].
This is an example of the devastating effect of large earthquakes. Most earthquakes are
smaller events; however, they can still affect people.

Consider the Otaniemi project, an enhanced geothermal system (EGS) in the Helsinki
metropolitan region. In 2018 and 2020, the operator of this project, St1 Deep Heat Oy,
pumped millions of liters of water down the EGS’s injection well. Such stimulations are
necessary to increase the reservoir flow rate, but, as a side-effect, they lead to seismicity.
For example, the 2018 stimulation induced thousands of small earthquakes [90]. These
earthquakes were not dangerous, but they annoyed the public. The macroseismic
questionnaire of the Institute of Seismology, University of Helsinki, collected over 300
reports of felt or heard effects from these earthquakes [4] 64, 91, [128§].

Even though both events were of vastly different sizes, both impacted human lives.
They have in common that they illustrate that effects from the coupling between solids
(earthquakes) and fluids (ocean and air) can endanger and discomfort the public. We can
model the solid as an elastic medium and the fluids as an acoustic medium. This thesis
introduces a fully coupled elastic-acoustic model and its realization as high-performance
software that runs on large supercomputers and can simulate both events mentioned
above.

But what does the term “fully coupled” mean? A fully coupled model simulates the
entire physical process that drives an event. For earthquake-tsunami coupling, this
includes earthquake rupture, wave propagation in elastic and acoustic media and tsunami
propagation. The earthquake rupture process should be modeled by a dynamic rupture
model, a physics-based description that couples the fracture mechanics with the wave
propagation [123]. Furthermore, the coupling should be bi-directional. For example,
elastic waves should be able to influence the acoustic medium and vice versa. These
properties allow us to capture wave types that other methods cannot, which is essential
when comparing with measurements. The available data is continuously growing as more
related sensors are being deployed. For example, the DONET in Nakai Trough [74] or the
S-net in the Japan trench [184] are arrays of seafloor sensors. An increasingly popular
class of sensors is distributed acoustic sensing (DAS), which uses fiber-glass cables and
can measure the strain over a long distance with high spatiotemporal accuracy [45, 96,
116]. They can use pre-existing fiber networks, which makes it easy to deploy and surveil
a large area. Hence, DAS can provide economical sensors on the seafloor |129} |143]. They
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can record ocean waves with an increasingly high resolution. Acoustic waves, which move
much faster than tsunami waves and thus arrive earlier, could be used for tsunami early
warning. Another type of wave, T Waves, propagate for long distances because they
are trapped in the SOFAR channel, a low-velocity ocean layer. They can be used to
detect small earthquakes [115]. Another type of interesting acoustic signal emitted by
earthquakes is infrasound [42, 60, (112} 140].

We extend a two-dimensional model, first published by [97]. The critical insight of this
approach is that tsunami propagation can be included by an elegant linearization of the
free surface condition on the moving seafloor, which is computationally efficient. In [97],
the model was discretized with a summation-by-parts finite difference method. It was
used to investigate the validity of initial conditions used for tsunami simulations [99] and
to simulate megathrust earthquakes and tsunamis in the Japan trench, the Nakai Trough
and the Cascadia subduction zone [98]. The same physical model was also discretized
by a finite element method in [177] and was used to run fully coupled simulations in
the Cascadia subduction zone. Another fully coupled model, which uses a body force
instead of a boundary condition and a finite difference discretization, was used to provide
three-dimensional fully coupled simulations [103].

Our implementation [79] was the first to simulate a real-world event in 3D. We
use the ADER-DG discretization, which consists of two parts. The first part is the
Discontinuous Galerkin (DG) space discretization. Initially developed for the neutron
transport equation [124], it was later extended to hyperbolic partial differential equations
(PDEs) [16]. It combines capabilities for complex geometries, high-order accuracy, and
an explicit semi-discrete form. As the DG method ensures local conservation, it is
well suited for the simulation of conservation laws [61]. These properties make it very
attractive for the simulation of earthquakes. Because of these advantages, the DG
method is now widely used for elastic [35] and coupled acoustic-elastic simulations |7,
43, [175], and many other applications 20} 61]. Still, other numerical methods such as
the finite difference method [97, 98], the finite volume method [36], and the continuous
finite element method [10, 76, |177] can also be used for earthquake simulations. The
second ingredient of the ADER-DG method is the Arbitrary Derivative (ADER) time
discretization [156, (157, |159]. It uses a local expansion of the numerical solution to
predict the time evolution and later corrects for neighboring elements. This results in a
one-step numerical method of arbitrary order in both time and space. It was originally
developed for linear problems but was later extended to non-linear equations and used
for a large class of hyperbolic equations |33 |125].

We use and extend the software SeisSol in this thesis. SeisSol is a high-performance
computing (HPC) earthquake dynamics and wave propagation solver that uses an ADER-
DG discretization. It was developed in two phases. In the first phase, it was a research
software for numerical methods, which included many physical models but was not tuned
for performance. In the second phase, SeisSol’s core was rewritten as an optimized HPC
software with less functionality. In fact, in 2020, [164] observed that there has never been
a SeisSol code base that combines the functionality of the first phase with the performance
of the second phase. However, as of now, this statement is increasingly less true. SeisSol
currently supports isotropic [35] and anisotropic |30, [180] elastic materials. Further



materials are poroelasticity |29} |181], viscoelasticity [70, 165] and off-fault plasticity [182].
It also supports elastic-acoustic coupled materials [3, |69} |79, 82], which is the main focus
of this thesis. As earthquake sources, it supports kinematic |[72] and dynamic earthquake
rupture [27,|118|119]. Finally, it has been tuned for CPU |14} |15, 57, 58, 79, |166), [168] and
GPU [32] architectures. SeisSol makes use of asynchronous output [126]. We integrated
all features discussed in this thesis into version 1.0.1 [167] of SeisSol.

SeisSol is heavily optimized for modern hardware architectures. But how long can
we expect the performance of our software to increase? Moore’s law is the name of
the observation that the number of transistors in an integrated circuit doubles every
few years [107) [111]. Initially postulated in 1965, the exact rate of doubling has been
revised many times. At some point, the doubling has to stop due to physical limits.
While other factors contribute to the increase in the performance of hardware, such as
microarchitectural improvements, the future of Moore’s law is increasingly uncertain.
However, there is another way of improving the performance of HPC applications:
improve the algorithms. We can state an “algorithmic Moore’s law”, as named by [24]:
Algorithmic advances can provide exponential speedup! This has been shown empirically
for certain applications [107].

This law also applies to earthquake simulations. Especially in elastic-acoustic simula-
tions, we observe strong differences in the wave speeds between materials. As we use
explicit time-integration and thus must adhere to the CFL condition [22], this leads to
an equally strong heterogeneity of the legal time step sizes. Using local time-stepping
(LTS) can lead to significant speedups. The clustered LTS approach of [13] fuses HPC
performance with the time-to-solution speedup of LTS. However, during the work on the
fully coupled simulations, we noticed that this implementation of LTS was not robust:
Some simulations did not finish. Hence, we present a novel LTS formalism based on
an actor approach that combines state machines to keep track of the local state, with
explicit message passing, which propagates the updates.

This thesis presents an efficient and robust solver for a fully coupled earthquake-tsunami
model. In detail, we make the following contributions:

e In chapter |2 we derive models for wave propagation in the Earth and ocean.
We show how both models can be elegantly coupled to achieve a fully coupled
model that encompasses earthquake rupture, elastic (Earth), and acoustic wave
propagation (ocean), and tsunami propagation.

e Chapter [3| introduces Riemann problems and their solution for coupled and elastic
media. This includes discussing how we can include boundary conditions in our
model.

e We present an ADER-DG discretization of our fully coupled model in chapter [4
This extends the state-of-the-art with a discussion on efficiently computing the
gravitational boundary condition.

e In chapter [5] we prove the semi-discrete stability of the discretization of the ocean
part of our fully coupled model, including the gravitational boundary condition.
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e In chapter [6] we present a novel formulation of local-time-stepping that uses the
actor model to schedule updates.

e Chapter [7] briefly summarizes how we can combine earthquake and tsunami sim-
ulations. We introduce common approximations used in tsunami modeling and
compare standard one-way linking strategies with our fully coupled approach.

e In chapter [§] we verify the correctness of our implementation. To do this, we discuss
analytical solutions targeting specific parts of our model. We start by investigating
planar waves in acoustic and elastic media and evaluate which order of convergence
our model achieves. We use two scenarios for wave propagation in coupled media
(Snell’s law and Scholte wave) and one model for tsunami generation in acoustics.

e We verify the performance of our model with multiple scenarios in chapter [} We
start with a simple benchmark scenario for tsunami generation. We apply our fully
coupled model to the Palu, Sulawesi, 2018 earthquake-tsunami event. Furthermore,
we show how we can use our method to simulate elastic and sound waves emitted
from an earthquake induced by the stimulation of an enhanced geothermal system
(EGS) in the metropolitan area of Helsinki.

e In chapter we discuss high-performance computing aspects such as single node
performance for AMD Rome and Fujitsu A64FX CPUs, how to pin threads to
accommodate non-uniform memory access (NUMA), and modifications to the mesh
partitioning scheme necessitated by the fully coupled scheme. We evaluate the
parallel efficiency of our Palu scenario by running a strong scaling test.

e Chapter [11] summarizes the thesis and mentions further research avenues.

Several contributions of this thesis were published in peer-reviewed journals and
conference proceedings. They are the result of two significant collaborations: The first
one considered earthquake-tsunami coupling. It resulted in two papers. The first, Krenz,
Uphoff, Ulrich, Gabriel, Abrahams, Dunham, and Bader “3D Acoustic-Elastic Coupling
with Gravity: The Dynamics of the 2018 Palu, Sulawesi Earthquake and Tsunami”
SC” 21: Proceedings of the International Conference for High Performance Computing,
Networking, Storage and Analysis (2021) [79], introduced our implementation of the
fully-coupled model (chapters [2| to 4) and used it to simulate an earthquake-tsunami
benchmark (section[J.1]) and the Palu, Sulawesi, 2018 earthquake and tsunami (section[9.2)).
Furthermore, it investigated HPC aspects, which I explain in sections to The
second paper, Abrahams, Krenz, Dunham, Gabriel, and Saito “Comparison of Methods
for Coupled Earthquake and Tsunami Modelling” Geophysical Journal International
(2023) [3], discussed geophysical aspects of earthquake-tsunami coupling. Chapter
summarizes this paper, which also introduces the test case that I describe in section

The second collaboration investigated earthquake-sound coupling. It resulted in the
paper Krenz, Wolf, Hillers, Gabriel, and Bader “Numerical Simulations of Seismoacoustic
Nuisance Patterns from an Induced M 1.8 Earthquake in the Helsinki, Southern Finland,
Metropolitan Area” Bulletin of the Seismological Society of America (2023) [82], which



applied the fully-coupled model to simulate an EGS-induced earthquake in the Helsinki
metropolitan area (section . Furthermore, it used but did not describe the LTS
scheduling scheme introduced in chapter [6]

In this thesis, I present multiple as of now unpublished results. This includes a new
discretization of the gravitational boundary condition (section and a proof of the semi-
stability of the discretization (chapter . Furthermore, as an algorithmic contribution, I
describe a new LTS scheduling scheme in chapter [fl The convergence studies in chapter
use established scenarios. The results for the acoustic and acoustic-elastic test cases
are new. Additionally, I simulated both earthquake-tsunami scenarios with the new
implementation of the gravitational boundary and LTS to verify their correctness and
performance (sections and . Finally, I present single node performance results for
the A64FX architecture in section and show new strong-scaling results in section [10.4
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Equations

Earth

Figure 2.1.: Two-dimensional slice of our three-dimensional setup. It uses two coupled
models: In the Earth (shaded gray), we use the elastic wave equation to
describe the propagation of seismic waves and a separate model for earthquake
rupture at the fault. We use the acoustic wave equation to model acoustic
waves in the ocean and include tsunami propagation by modeling a moving
sea surface (blue) with height n(x,y,t). The black line on top of the ocean
illustrates the unperturbed ocean at z = 0.

This chapter describes the physical laws governing wave propagation in coupled elastic-
acoustic media with gravity. Figure depicts the resulting setup. In section |2.1] we
describe the equations that govern the solid part of our setup, including earthquake
rupture along a fault. Section [2.2] explains how we model the fluid. In section 2.2.1] we
detail the Euler equations and the physical boundary conditions required for tsunami
propagation. We linearize the Euler equations around a hydrostatic background stress in
section 2.2.2] to create an efficient model. Finally, section [2.3] shows how we can combine
both models.

Throughout this thesis, we work in a Cartesian coordinate system with three-dimensional
space coordinates = (x,,2)? and the time coordinate t. The sea surface is initially
at z = 0 and is later perturbed to z = n(z,y,t). Similarly, the seafloor is located
initially at 2 = —H (z,y) and is perturbed by an uplift b(z,y,t) to z = —h(z,y,t) with
h(z,y,t) = H(z,y) + b(z,y,t). We use the convention that z points upwards.
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2.1. Earthquakes

In this section, we describe the linear elastic wave equations, which govern wave prop-
agation in elastic solids for small perturbations. They are a system of linear PDEs.
Furthermore, we briefly introduce how earthquakes are sourced. This gives us the the-
oretical background to describe the entire dynamics of an earthquake from rupture to
wave propagation.

2.1.1. Linear Elasticity

This part of the description follows [141] and [95, Cha. 22]. We consider a Lagrangian
approach. A particle initially at pg that moved to p at time ¢ has a displacement of

u1(po, t)
u(po,t) = | ua(po,t) | =P — po- (2.1)
u3(po, t)

From the displacement, we define the velocity and acceleration vectors

vi(x,t) ou ai(z,t) v
v(x,t) = | va(z,t) | = =, a(xz,t)=|ax(x,t) ]| = —. (2.2)
vala,t)) O as(a,t)) O

Now, we consider a particle that moved from a reference position xg to a nearby new
position x. We linearize equation (2.1)) around xg, which results in

u(xo + ', t) ~ u(xo,t) + J', (2.3)
where we introduced the Jacobian of the displacement

8’LL1'
9j

Jij = . (2.4)
This linearization assumes that the space derivatives of the displacement are small, which
is typically true in seismology [141].

Following [95], we split the Jacobian into the symmetric strain matrix e and the
skew-symmetric rotation matrix €2, leading to

Jij = eij + iy, (2.5)
with
1 1 auz 8Uj
gij = 5 (Jij + Jji) = 3 (890]- + 8952-) ; (2.6)
1 1 auz 8Uj
QZ]_Z(JZ]_J])_2<8$] _axl> (27)
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M 772”7

100 110

Time

X[m]

Figure 2.2.: This figure gives an example of extensional strain, which is the length change
relative to the length. It is inspired by an example in [141]. Assume that a
string had an initial length of 100m at ¢ = ¢g. It is fixed at x = 0. At ¢t =11,
it was stretched to 110 m. The red dots indicate the position of particles on
this string. We can see that the displacement of a particle depends on its
position on the string. At x = 0, the displacement is zero and at £ = 100 m,
the particle is displaced 10 m to the new position at 110 m. However, the
strain is 0.1 at every position.

In the following, we ignore solid-body rotations and only consider the strain matrix.
Off-diagonal entries of € lead to shear strain, while the trace

O=tr(e) =e11+ente3=V-u (2.8)

measures the volume change and is called the dilation. As Figure [2.2] shows, the
displacement measures the absolute change of particle positions, while the strain is a
measure of the relative deformation.

The strain results in internal forces called stress. Our description follows [141]. Assume
that we have an infinitesimal plane defined by its normal vector n = (14, ny, nZ)T. The
traction T(n) = (t1(n), ta(n), t3(n))" gives the force per unit area in the direction of n.
We have the point symmetry T'(—n) = —T'(n). The traction normal to the plane is called
normal stress, and the traction parallel to the plane is called shear stress. Figure
visualizes how traction acts on the surfaces of an infinitesimal cube. The stress tensor o
maps the normal vector to tractions. It is defined as

o1l 012 013 () ti(g) t(2)
o= |09 092 023)| = tg(:ﬁ) tg(ﬂ) tg(ﬁ) s (29)
031 032 033 t3(2) t3(g) t3(2)

which uses the tractions acting on each face of our cube that have the normal vectors
&,y and 2.

We assume that our solid is in static equilibrium. Hence, there can be no net rotation,
and thus, the tensor o = o is symmetric. Finally, the traction across an arbitrary plane
with normal n is given by

n) = Zajinj = 04Ny, (210)

where we used the Einstein summation notation, meaning repeated free indices indicate
an implied summation. We will use this notation throughout this work.
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// ,,,,, ) 4
/// y
/

t(2)

Figure 2.3.: An infinitesimal cube. Its yz, xz and xy planes have the normal vectors
&, 9, 2, respectively. The forces acting on the faces of this cube are given by
the tractions ¢(&),t(g) and ¢(2). Figure reproduced from [141].

Next, we discuss the relationship between stress and strain. We assume a linear
stress-strain relation
0ij = Cijricri (2.11)

with the tensor C. Equation is also called generalized Hooke’s law [141]. It is a
good assumption for small perturbations, which are typical in seismology. Note, however,
that the relation discussed here does not apply to large background stresses [141], as the
linearity assumption is not valid in this regime.

Out of 81 entries of C', only 21 are independent due to symmetry, which follows
directly from the symmetry of the stress o and strain tensor €, and thermodynamical
considerations [, 92]. For further details, we refer the interested reader to the discussion
in [92, §4]. We make the additional assumption of an isotropic material, for which C
does not depend on rotation. This assumes that the speed of a wave does not depend on
its direction. By introducing the Kronecker delta

5ij = {1 it =7, (2.12)

0 else,
we can express the isotropic stress-strain relation as
Cijki = N0ijOny + i (0 djn + dirdy) - (2.13)
Then, the stress tensor further simplifies to
0 = N0ijEkk + 21€4j (2.14)
which we can express in terms of the dilation (equation (2.8)) as

o = \OI + 2pe. (2.15)

10
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The quantities A and u are called Lamé parameters and have, like the stress, dimensions of
force per unit area, which in SI units corresponds to Pascal (Pa), defined as 1 Pa = 1 Nm~2.
The shear modulus 1 measures the resistance of a material to shearing, as the relation

J12 013 023
pr— pr— pr— 5 2'16
H 212 2e13 2e93 (2.16)

which is a direct consequence of equation , demonstrates. In a fluid, there are no
shear stresses; thus, p = 0 vanishes.

As X does not have a convenient physical interpretation, the bulk modulus K = A+2/3u
is often used instead. It relates the mean normal stress, defined as one-third of the trace
of o, to the dilation (equation ([2.8))

1

gtr(a') = KO, (2.17)
which follows from equation (2.14) [95, Sec.22.1.2]. In a fluid, as a direct consequence of
equation (2.15]), the stress tensor is given by o = KOI. Defining the pressure as

p=—KO, (2.18)

the stress tensor in a fluid can be written as o0 = —Kpl E| The bulk modulus K relates
the pressure to the volume change. Hence, it measures the incompressibility of the
material [141]. Furthermore, the density of our material is called p and has dimensions
of mass per length cubed and thus SI units of kgm 3.

We can now give the wave speeds of the two body wave types in seismology. The faster
wave is called primary or pressure wave (P wave) and has a speed of

[A+2
cp = J; g (2.19)

and the secondary or shear wave (S wave) has a speed of

cs = JE. (2.20)

p

Shear waves do not propagate in fluids and thus ¢; = 0 there.

Next, we derive the momentum equation for elastic solids. Our derivation follows [5].
We consider an arbitrary three-dimensional domain 2 with boundary 9. The momentum
equation is simply Newton’s second law, often stated as F = ma: The force F is equal
to mass m times the acceleration a. In our case, the mass m = fQ pdx can be written as
the volume integral of the density, and the forces are given in terms of the traction and a
vector f that summarizes the body forces. As total force has units of Newton N, it is
clear that the traction has units of force per unit area (Pa), while f has units of force
per volume (Nm3).

'Note this leads to a different sign convention: pressure is positive in compression; stress is negative.

11
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The rate of change of the momentum of particles is balanced with the forces acting on
this particle, resulting in

— — = T . 2.21
5 | P o de = - (n) dS—I—/Qfd:B (2.21)

After using equation (2.10) and the divergence theorem, we arrive at

/ T,-dsz/ aﬁ-njdsz/ 9%i g, (2.22)
o0 09 o 0j

for each component ¢, thus turning the surface integral into a volume integral. From this,
the relation

8 8ul 0o ; i
= de — J d 2.23
follows. As p stays constant, we are allowed to write the integral as
Gui 80' j’l
Po ~ i / fidax. (2.24)

Because we follow a Lagrangian description, the domain and its boundary move with the
particles. We, as usually done in seismology, ignore this and equate the total derivative
of the displacement w with the partial derivative [5, 141].

Finally, this is equivalent to

; 2.25

ot? Oxy, + i (2.25)

as the domain € is arbitrary Equation 1D can be written for the velocity v = %‘t‘ as
8’Ui (%M

= ;. 2.26

Pt = omy (2.26)

Inserting the strain-stress relation (equation ([2.11))) and the definition of the strain
tensor (equation ) into equation would result in the second order formulation
of the elastic wave equation. In this work, however, we consider the velocity-stress
formulation. We can derive it by differentiating the strain-stress relation (equation (2.11))
in time and combining it with equation . Assuming an isotropic material, we arrive
at

80@' ka sz- 8vj
— 26, 2% —0, 2.2
o g, M(@xj+8a:i> 0 (2:27)
a’UZ' 80'”
— i 2.2
"ot " om, T (2:28)

2This follows from the vanishing theorem: Let fab f(z)dz = 0 for a continuous function f(z) in the
closed interval [a,b]. Then, f(z) is identically zero. For a proof, see for example [149, Sec. A.1].

12



2.1. FEarthquakes

The material parameters u, A, p may depend on space. We collect the unknowns in
the vector q = (011, 022, 033, 012, 023, 013, V1, U2, v3) [35]. We summarize equations ([2.27))

and in the form
% = —A(m)% — B(m)g‘y’ — (m)%, (2.29)
with the flux matricesr‘_;] given by
0 00 0 0 0 —-XA—2u 0 0
0 00 0 0 0 Y 0 0
0 00 0 0 0 Y 0 0
0 00 0 0 0 0 —n 0
A=l o0 00 0 0 o0 0 0 0|,
0 00 0 0 0 0 0 —u
—% 00 0 0 0 0 0 0
0 0 0 —% 0 0 0 0 0
0 00 0 O —% 0 0 0
00 00 0 0 0 Y 0
00 00O 0 0 0 —=XAx=2u 0
00 00 0 0 0 Y 0
00 0 0 0 0 —pu 0 0
B-=|0 0 0 0 0 0 0 0 —u |, (2.30)
00 00 0 0 0 0 0
0 0 0 —% 0 0 0 0 0
0 —% 0 0 0 0 O 0 0
0 0 0 0 —% 0 0 0 0
00 0 0 0O 0 0 0 )
00 0 0 0 0 0 0 Y
00 0 0 0 0 0 0 —=A—2pu
00 0 0 0 0 0 0 0
c=]l00 0 0 0 0 0 —pu 0
00 0 0 0 0 —u O 0
00 0 0 O —% 0 0 0
00 0 O —% 0 0 0 0
00 —% 0 0 0 0 0 0

As a direct consequence of the isotropic material, all matrices share the same set of
eigenvalues, (—cp, —cs, —¢,0,0,0, cg, ¢s, ¢p). Further, note that the eigenvalues +c, have
a multiplicity of 2 while the eigenvalues +c, have a multiplicity of 1. Hence, the wave
structure consists of two S waves and one P wave in each direction. Equation is
the general form of a non-conservative linear hyperbolic PDE. A PDE of this form is

3These are often called Jacobians, which is incorrect because the equations are not conservative [169).
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Chapter 2. Equations

hyperbolic if the plane-wave operator

~

A(xz,n) =nzA(x) + nyB(x) + n.C(x) (2.31)

is diagonalizable with real eigenvalues for every unit vector n and for all x |95, Def.
18.7.1]. In addition, as the material can be inhomogeneous, leading to spatially varying
flux matrices, we call equation a variable coefficient equation.

We have described thus far how we can set up the elastic wave equations to describe
wave propagation in the interior of our domain. To close the problem, we need to
introduce boundary conditions. In the elastic part, we can prescribe the traction T'-n or
the velocity at the boundary [95]. In practice, we are only interested in two special cases.

The first is called the free surface boundary condition. It models the interface between
the Earth and a fluid with negligible density. Physically, we enforce the condition

T -n=0, (2.32)

i.e., the traction should be zero.

The second is the absorbing boundary condition. It allows us to use a simulated region
that is smaller than the physical region. We set it up such that waves can exit the domain
but cannot enter it. We are using a naive but imperfect approach: While it allows waves
to exit the domain, it leads to reflections coming from the boundary for waves that
arrive non-planarly, which is a known problem [95]. It can be fixed by expensive and
complicated boundary conditions such as the perfectly matched layer. As a discussion of
these and alternatives is out of scope for this thesis, we refer the interested reader to the
discussion in [46].

2.1.2. Earthquake Sourcing

Earthquakes can be triggered by different sourcing mechanisms. We assume that we have
a displacement discontinuity—called slip—along a fault, which is embedded in Earth.
This discontinuity leads to a problem: On the fault, our PDEs do not hold anymore.
Hence, we need to define separate models for this.

In this section, we briefly discuss two different earthquake sourcing models. The first
one, kinematic point sources, collapses the entirety of the source into single points. This
assumption results in a body force that summarizes the displacement, which is valid
only under certain assumptions [5]. The second one, dynamic rupture (DR), describes
earthquake ruptures based on the physics of frictional contact. This results in an interior
boundary condition along the fault. It is a physics-based model that requires more
information about the source. Furthermore, it complicates the mesh generation, as the
geometry of the fault now needs to be integrated into the mesh. Finally, it necessitates
more complicated numerical solvers. For both methods, including multiple sources in the
model is possible.

Kinematic sources The idea behind point sources is to collapse the entire earthquake
sourcing to one point. This assumes that the wavelength of the observed waves is longer
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2.1. FEarthquakes

than the fault surface. Our description of the source follows [72]. A point source adds a
source term of the form

S(x,t) = s(t)d(x — xc), (2.33)

where s(t) is some source time function. Due to the delta function, equation (2.33)) acts
on a single point ..
We use the symmetric moment tensor

Mpq(t) = ASi(t)cijpgn; (2.34)

which is a collection of the force couples My, i.e., pairs of opposing forces separated
in direction ¢ acting towards the direction p |141]. Here, n is the normal of the fault
surface. The moment tensor depends on the area of the fault A and a slip rate function
S(t) that summarizes the time-dependent behavior of the source function. For a detailed
explanation of the theory of point sources, we refer the interested reader to [5]. This
force is typically applied to Newton’s second law, i.e., it modifies the velocities. SeisSol’s
implementation instead modifies the stress tensor directly, resulting in

Gij = oij(x, 1) — Mji(t)o(x — xc), (2.35)

which is numerically more convenient |72, 164]. We can plug this term into equation (2.27)),
which results in a body force for the stresses. It is possible, and for large events necessary,
to split the faults into sub-faults and use a separate point source for each subfault [72].

Dynamic rupture Our description follows [26] and the notation follows [164]. Across
the fault, we assume that the traction is continuous, but the displacement is not. The
jump in velocity across the fault is called the slip rate. It is defined as [v] = v® — vL.
Here, the superscripts R and L indicate the right and left sides of the fault. We denote
the tangential part of [v] as s. The shear traction 7 is defined as the tangential part of
the traction ¢. Finally, we call the normal stress at the fault o,.
The conditions
Il < 7. 05)

Tss — T|s|| = 0,
with frictional strength 75 have to hold at the fault. The frictional strength is evolved by

7s = max(0, —on f([|s, ¥)),
de (2.37)
_ = S
= =g(llsll )
where f and g define a possible non-linear friction law.

Hence, dynamic rupture models the frictional contact at a fault. As a consequence
of equation ([2.36)), as long as the fault strength is larger than the shear traction, the
fault remains locked and slip is not initiated. The fault breaks after the shear traction
grows larger than the fault strength. The friction law (equation ([2.37))) interacts with
the wavefield, which can lead to complex, non-linear patterns. We refer the interested
reader to [26, |38], which explains the interface conditions in more detail.
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Chapter 2. Equations

2.2. Fluid Mechanics

In this section, we describe the equations governing fluid flow. We start by introducing
the non-linear Euler equations in section together with boundary conditions that
govern tsunami propagation. We then linearize the resulting system in section [2.2.2

2.2.1. Euler Equations

The description and derivation of the Euler equations follows [149, Sec. 13.2] We consider
a fluid in a region 2 with boundary 0€2. The fluid has a density p and a velocity v.
We can describe the mass in our region by the integral

m(t):/gpdw. (2.38)

It is a conserved quantity that can only change due to the flux at the boundaries of the

domain 5
/ pdw——/ pv - ndS. (2.39)
o Ot 29

We use the divergence theorem to turn the surface integral into a volume integral, arriving
at the conservation law 5

PLy. (pv)dz = 0. (2.40)
q Ot

As the domain 2 is arbitrary, we have that

9 + V- (pv) =0, (2.41)
ot
which is called the continuity equation of fluid mechanics.

For a fluid, the momentum is another conserved quantity. Here, similar to the discussion
for elastic bodies, we consider forces on the fluid, given by the pressure p and external
forces. We summarize them in the vector f. Again, a change of momentum can only
come in from the boundaries, leading us to

d
— pvidaH—/ pvm-ndS—{—/ pnidS:/fidm, (2.42)
dt Jo 00 00 0

momerﬁ:ﬁm flux net p?gssure

for the ith component. Once again, we apply the divergence theorem, resulting in

d(pvi) A op .
/Q 5 + V- (pviv) + oz, fide =0. (2.43)

Using the fact that the domain €2 is arbitrary and after collecting terms in vectors, we

arrive at 9
GL:—FV'('v@pv-i-Ip):f. (2.44)
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2.2. Fluid Mechanics

Here, I is an identity matrix of appropriate size and
(a®b);; = a;b; (2.45)

denotes the Kronecker product. It takes two vectors a and b and creates a dyadic tensor.
In our case, we use the external force f = (0,0, —pg), where g = 9.81ms~2 is the
gravitational acceleration on Earth. This results in the conservation of momentum

0

0

%—FV'(U@pU—FIp): 0 |. (2.46)
—pPg

The units are consistent with section Pressure has units of force per area (Pa), and
the external force —pg has units of force per volume (Nm3).

Finally, the equation of state relates the pressure to the density. In our case, we assume
a relation of the form

p=p(p), (2.47)

i.e., the pressure is a function of only the density, which assumes isentropic flows [86].
More general equations of state can also depend on other variables, such as temperature.
For isentropic flows, we do not need to consider the conservation of energy equation [95].
Hence, we neglect it.

We now consider the steady state, consisting of the hydrostatic pressure pg(z), density
po(2), and velocity vg = 0. Because the velocity is zero, the pressure gradient exactly
balances the gravitational force. Hence, equation reduces to the ordinary differential
equation (ODE)

with initial condition
po(z = 0) = pq, (2.49)

where p, is the atmospheric pressure. Using the equation of state (equation (2.47)) and
the chain rule, we can write equation ([2.48) as

dpo _ dpo dpo
dz - de(pO(Z)) dz . (250)

Defining the bulk modulus in the equilibrium as

Ko(z) = pof;jg@o(z)), (2.51)

we can give the pressure gradient as

dpo _ Kodpo

= . 2.52
dz po dz (2:52)
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Solving this for the density, we arrive at

dpo () = po dpo

= . 2.
dz Ky dz (2.53)

We have introduced the Euler equations for isentropic flow, which describe the fluid
flow in the interior of our domain. To close the system, we need to introduce boundary
conditions. For tsunami propagation, we enforce boundary conditions on the sea surface.
First, we have the free surface boundary condition. It consists of two parts that are
enforced on the moving sea surface with height n(z,y,t). The first part is the dynamic
boundary condition

pP=pa atz=n(z,y,t). (2.54)

The second part is the kinematic boundary condition

(9 3 ,t a ) 7t 8 ) 7t
vy = 2@y, Oy, ) n(:;yy )

= t 2.
= o at = =n(z,y1),  (255)

which relates the motion to the shape of the surface [131]E] This boundary condition
assumes that the ocean surface is continuous and thus that no wave breaking can occur.
On the seafloor, which is at —h(z,y,t), we assume that the normal velocity

v-n=0 atz=—h(z,y,t) (2.56)

vanishes. We call this a rigid boundary. Following [131], we also have the kinetic boundary
condition at the sea bottom

Oh(z,y) Oh(z,y)
| Il

e at z = —h(z,y,t). (2.57)

v3 = —v
5 ox Y

2.2.2. Linear Acoustics with Gravity

This section derives the acoustic wave equation from the Euler equations. The resulting
equations will accompany us for the rest of this thesis. We follow the derivation in [97]
but provide more detail. We split the variables

'U(%% Zut) == UO(x7y7 Z) + ’Ul(x7y7 Zat)7
p(z,y, z,t) = polx,y, 2) + p'(x,y, 2, 1), (2.58)
p(z,y, z,t) = polx,y, 2) + p'(z,y, 2, 1),

into a background state (vg, po, po) and perturbations (v’,p’, p’) The background state
stays constant over time. Furthermore, we assume that the background is in hydrostatic
equilibrium, implying a zero background velocity vg = 0. This also means that the
background pressure pg(z) and density po(z) only vary vertically but not horizontally.
Finally, we assume that we only have small perturbations. The following derivation is

“In other words, the level set f(z,y,z,t) = z — n(z,y,t) = 0 defines the shape of the free surface.
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2.2. Fluid Mechanics

straightforward and consists of linearizing the equation of state, the conservation of both
mass and momentum, and the boundary conditions.

We begin by linearizing the equation of state (equation ) around the background
density pg. For a small density perturbation, we have

dp
p(p) = p(po) + (p = po) 7 ~(po)
p
(2.59)
= p(po) + 212 Po%(Po)
dp7
Introducing the bulk modulusﬂ
dp
K(po) = pog_(po), (2.60)
p
and noticing that p — pg = p/, we arrive at the linearized equation of state
p/
p(p) = po + %K(Pol (2.61)

Finally, after splitting the pressure with equation (2.58)), we can solve for the density
perturbation

1o 1 PO
i 2.62
p'(p") P (2.62)

Hence, the concrete choice of the non-linearized equation of state is only reflected in
K. However, the equation of state must have the form of equation , i.e., that the
density only depends on the pressure.

Next, we look at the linearization of the mass conservation. Inserting our split variables
(equation ) into equation and realizing that the background state does not
depend on time,

dpo . Op
TR+ V(o +0) (o +0) | =0, (2.63)
—~ g

we arrive at

%’Z + V- ((po+p) ")) =0. (2.64)

After inserting our linearized equation of state (equation (2.62)), we get

o'

Po op

K ot

°In general, it can be different than the one from the hydrostatic equilibrium (equation (2.51)), but, as
in [97], we assume in the following that Ko = K.

LV (pov) + V- (%p/v') —0. (2.65)
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The second term only contains products of perturbations and is zero after linearization.
Hence, we focus on the first term and expand it into its components

Opovy ~ Opovsy, — Opovs

. N = 2.66
v (pgv ) Oz y 0z ( )
o ovp ., 0po ovh,  ,0po ovs ,9po
=P T +ﬂoafy+vzaiy Tro 5 TV (2.67)
=0 =0
=poV v’ — %pogvé- (2.68)
0

Equation ([2.67)) follows from the chain rule and equation (2.68) from the definition of
the hydrostatic equilibrium (equations (2.48) and (2.53))). Inserting equation ([2.67)) into
equation ([2.65|) results in

po Opf (o) = PO ol
which, after dividing by po, leads us to
1 op ’ po
. = Zagoh. 2.
X o + V- (v) 7 9v3 (2.70)

Finally, we look at the conservation of momentum. For this, it is convenient to
introduce the unit vectors

ex = (1,0,007, e, =(0,1,00", e, =(0,0,1)". (2.71)
By inserting our perturbations equation ([2.58]) into equation (2.46)), we get

Opo £ )0 £V) | G (((wo + ') @ ((p0 + o) (w0 + o)) + I(oo + 1))

ot (2.72)
= —(po + p')ge-.
We now look at this term by term. The time derivative is simplified to
d(po+p')(vo +v’')  Opove = Opov’  Op've  Op'v
ot ot ot ot ot
/ /3!
_ Opov’ | 9pv (2.73)
ot ot
o’
~ POE

because the background is in a steady state and hence, vg = 0 and % = (. In the final
step, we have made the approximation that we can ignore products of perturbations. For
the same reasons, the term

((vo+v") @ ((po + p')(wo + ")) =V (v @ ((po + p')v"))

2.74
~0 ( )
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vanishes completely, as every term of the product contains two multiplied velocity pertur-
bations. We simplify the pressure term by inserting the hydrostatic background (equa-

tion (218))

Ny / Ipo dpo dpo
V-(I(P0+p))—v-(1p)+ax w‘l-ai y+az
NG (2.75)

=0
= V- (Ip') — poge=,
which used the fact that the background pressure does not vary horizontally. We insert
the equation of state (equation (2.62))) into the gravitational source term

—(po+ p')ge. = —poge. — %p’gez- (2.76)

Finally, we insert equations (2.73)) to (2.76]) into equation (2.72)) and arrive at

%t + V- ( ) — poge, = —poger — %p’gez. (2.77)
After simplifying, we get
6 Po
— = e, 2.
05y + V- ( ) P ge (2.78)

Combining equations (2.70)) and (2.78]) leads to the acoustic wave equation in velocity-
pressure formulation, given by

DK% pgus,

8t &ck (2 79)
ov; N dp 5,79 ’

Pot " om TPKT

For simplicity, we dropped the prime that marked variables as perturbations and wrote p
instead of pg. Equation is essentially equal to the elastic wave equations (equa-
tions (2.27)) and (2.28)) with p = 0: With this, the shear stresses vanish. Thus, the stress
tensor collapses into a scalar, which is the negative of the pressure (equation ) As
in [3,97], we neglect the source terms, leading to errors of size O(gH/c?), where H is
the depth of the ocean and

c— JE (2.80)
p
is the acoustic wave speed. This type of error only has a negligible effect on the solution,
assuming material parameters typical for Earth’s oceans.
Again, equation is a linear hyperbolic PDE of the same form as equation .
Hence, in contrast to the Euler equations, the acoustic wave equation is non-conservative
for spatially varying materials. We can thus rewrite equation as

aqaC 6qac aqac 6qac
AaC Bac ac
R R

=0, (2.81)
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with the vector of quantities ¢*° = (p, vy, va, vg)T and the flux matrices

K 0 K

A% = B* = . C* = (2.82)

o O O o
o O O O

K
0
0
0

S OvIRO
o O O O
OoOxIRF O O
S O O o
o O OO
RO OO

0 0 0
0 0 0
0 0 0
Their eigenvalues are given by (—c¢, 0, ¢). Hence, the acoustic equation does not allow the
propagation of shear waves in contrast to the elastic wave equation. Equation has
the same form as equation but different flux matrices.

It is common to write the acoustic wave equation (equations and (2.82)) in
second-order formulation, which we can do either for the pressure or the velocity field [95].
To get the second-order form for the pressure, we have to differentiate the conservation
of momentum in space, resulting in

d?v; 1 02
e (2.83)
ot ox; P A(x;)
for the ith component. Next, we differentiate the mass conservation
82]) 82vk
— =-K 2.84
8t2 8ta$k ( )
in time. By inserting equation (2.83)) into equation (2.84)), we arrive at
8219 2 82]) 2
—5 = —c¢ = —c“Ap. (2.85)
ot ; O(xk)’

We have seen how to linearize the Euler equations around a hydrostatic background
state. However, we have not yet discussed the linearization of the boundary conditions,
which is a crucial step to including tsunami propagation in our model. Tsunamis are
caused by gravity [131], but we decided to neglect the gravitational source term. Hence,
we need to choose our boundary conditions carefully. In the acoustic region, we can
prescribe either the pressure or the normal velocity [95]. We are interested in four cases:
The first is the rigid boundary condition, which sets the normal velocity to zero. The
second is the free surface condition (without gravity) that sets the pressure to zero. The
third is the absorbing boundary condition, where waves can only exit but not enter the
domain. The fourth is the gravitational free surface boundary condition. We want to
enforce the moving free surface boundary condition equation , which is problematic:
The surface level 7 is time-dependent, so we must impose this boundary condition on
a moving mesh! We do not want to do this and instead follow the approach from [97].
Figure shows a two-dimensional view of our three-dimensional setup and visualizes
how we treat the boundary condition in our linear model.

It is important to note that the pressure at some point z is not, as we may naively think,
equal to po(z) + p'(x,y, z,t). The reason lies in the difference between the Lagrangian
and Eulerian descriptions. Consider a particle at position z = zg + ug(x,y, z0,t). The
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p(z,y,n(x,y,t)) =0 p(z,9,0) = pgn(z,y,1)

Ocean Ocean

linearize i

Figure 2.4.: Two-dimensional slice of our gravitational boundary condition. On the
left, we see the non-linearized boundary condition equation . After
linearizing, we enforce the boundary condition at the unperturbed sea surface
z = 0. The blue lines in both figures indicate where we enforce the boundary
condition.

particle has moved from its original position at zy due to the displacement. Then, we
linearize the pressure at position z around the unperturbed position zy, arriving at the
first-order approximation

Op
p(iU,y,Z = 20 +U3,t) %p(li)?ﬁ Z07t) +u3($7y7207t) aﬁ

8
= po(z0) +P'(x,y, 20,t) + us(x,y, 20, t ( 8]2 )
=20
Opo
pO(ZO) —l—p/(m,y, 20, )+U3(CII y70 t) 87
2=z
=Pa + p/(xv Y, 07 t) - pO(ZU) g (ZO + Ug(x, Y, =20, t)) (286)

Here, we neglected the higher-order term wus %—Z" , which is usual for this kind of
2=z

problem [97, [131].

But how does this help us with the free surface condition? Consider a particle on the
free surface that moved from its unperturbed location at z = 0 to z = 1. We linearize
the dynamic pressure boundary condition (equation (2.54])) around this position using
equation , leading us to the boundary condition for the total pressure of

Pa =p(x,y,2 =0+ n(z,y,t),1)

dp

%p($7y7205t) +n(xay7t) @ (287)

z=0
~ pa — po(0)gn(z, y,t) +p'(x,y,0,1).

This linearization assumes that n is small, typical for tsunami propagation sufficiently
far from the coast |131]. Canceling out the common term p,, we arrive at the first-order
approximation for the boundary condition on the pressure perturbation

p,($7y7 th) = Pogn(%y,t) at z =0. (288)
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This is a remarkable trick: We have turned a computationally costly boundary condition
on a moving mesh into a relatively cheap static pressure boundary condition! To close
the boundary condition, we need to relate the surface displacement 7 to the velocities
at the boundary. For this, following [97, |131], we linearize the kinematic boundary

condition (equation (2.55))) to

on

5 vs(z,y, 2,t) at z = 0. (2.89)

Note that neglecting gravitational effects at the boundary (i.e., setting g = 0) results in
the standard free surface boundary condition.

When we specify a displacement b on the seafloor, following [3], we require the linearized
version of the kinematic boundary condition on the seafloor (equation (2.57))) given by

ob 0H 0H
E—m%—}—vga—y+v3 at z = —H(z,y). (2.90)

2.3. Fully Coupled Model

We discussed the elastic and acoustic wave equations in the previous sections. This
section explains how we can combine both into a fully coupled model.

To do this, we use the fact that, as mentioned in section [2.2.2] the acoustic wave
equations are a special case for the elastic wave equations for 4 = 0. Hence, we set the
stress tensor for the acoustic part to

011 = 022 = 033 = —P, (2 91)
o12 =023 =013 = 0.

The definition of the stress tensor follows directly from equation , the equivalence
to the pressure from equation . With this, both equations can use the same vector
of quantities. In the following, we will call this set of quantities the embedded set. The
PDEs then only differ in the choice of flux matrices and boundary conditions. We can
obtain the acoustic ones by setting p = 0 in the elastic matrices (equation ) For
the rest of this thesis, we will use both sets of variables in our descriptions, as each is
advantageous for some situations. However, we always use the extended variable set in
our implementation. This introduces significant overhead but allows us to use the same
computational kernels for both.

2.3.1. Interface Conditions

We have seen how to model wave propagation in both elastic and acoustic media. However,
we have not yet discussed how we handle the material discontinuities and the interface
between solids and fluids. We assume that our material is defined as a piece-wise constant
function. This section discusses how to deal with the discontinuities and couple elastic
and acoustic media. We do this by introducing conditions that have to hold at material
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interfaces. Our discussion follows [144} 164, 175], which describe the interface conditions
for elastic-elastic, acoustic-acoustic, acoustic-elastic, and elastic-acoustic interfaces.

Along an interface, parameterized by its outer normal n, we denote values on the left
with an L superscript and values on the right with an R. For an elastic-elastic interface,
the velocity v and traction o - n must be continuous

vl = ok,

O'L'n:UR"n.

(2.92)

At an acoustic-acoustic interface, we must ensure only the continuity of the normal
velocity v - n and of the pressure

(2.93)
pl = ph.

Finally, the normal velocity and traction are continuous for an elastic-acoustic or acoustic-
elastic interface. Using the embedding (equation (2.91))) for these coupled interfaces is
beneficial. Hence, we have

ol on =0k, n,
R

P (2.94)

ol n=c® . n= —ph ‘n,

for an elastic-acoustic interface and
ol on =% n,
L

P (2.95)

—pk -n:aL-n:aR-n,

_pL

for an elastic-acoustic interface.
Observe that this means that the traction depends on the shear stress in the elastic
part.

2.3.2. Energy

Finally, we can describe the energy of our complete system. The definition of energy
follows 164} [175] for the elastic and acoustic region and [97] for the gravitational boundary
condition. We define the energy as

1 1 1 1
El(a) = | v da oieinid — p?de Zpgn*dS 2.96
(q) /92pvzvz +/E2U” i «’v+/AzKp + /SO 5 P9 (2.96)
kinetic energy strain energy acoust;:renergy gravitati(;r:al energy

where the region 2 = EF U A is divided into the elastic £ C € and the acoustic region
A =Q\ E. The acoustic energy is a special case of the strain energy, which follows from
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Chapter 2. Equations

applying equation . The sea surface is denoted by Sp. It is the only contributor to
the gravitational energy, which corresponds to the energy of the tsunami [131]. For more
details, we refer the interested reader to [97, [131], which contains a derivation of this
energy. The kinetic energy has contributions from both elastic and acoustic parts.
It is important to note that we only discuss energy perturbations in this thesis. Let
q = qo + ¢’ be the state of the simulation, which is split into the background state go
and the perturbation ¢/, which our PDEs model. Then, the total energy E(q) can be
bounded by
E(q) < E(qo0) + E(q"), (2.97)

which is the triangle inequalityﬁ However, this only affects the strain and acoustic
energies, as the background velocity and sea surface height are assumed to be zero.

2.3.3. Discussion

In this chapter, we derived and discussed the partial differential equations that form
the basis for the model we use throughout this thesis. We obtained a fully coupled
model covering the entire dynamics from earthquake rupture to wave propagation in
both elastic and acoustic media and tsunami propagation at the free surface. Earthquake
rupture (section can be included by kinematic point sources or dynamic rupture.
The wave propagation uses the PDE (equation (2.29)) with flux matrices (equation (2.30))
for the elastic part. The acoustic region uses the flux matrices (equation (2.82))), which
are implemented as elastic flux matrices through the embedding given by equation .
Finally, equations ([2.88)) and include tsunami propagation efficiently as a linearized
boundary condition. To our knowledge, our model, initially published in [79], is the first
model capable of simulating large-scale, three-dimensional, fully coupled earthquake-
tsunami simulations.
[103] introduced another way of modeling fully coupled simulations. They derived
a global source term that includes tsunami propagation in the wavefield. Here, we
summarize this method and compare it with our strategy. The equations in this section
differ slightly from those in [103], which uses a different sign convention. Briefly, they
decompose the normal stresses
oii = ol +p, (2.98)

into a dynamic part and a pressure that is in hydrostatic equilibrium (equation ([2.48)).
The sea surface height is

t
77('1"’ y7t) = / 03(‘T7y7 = Oa 7—) dr. (299)
0

The pressure at some position z is given by integrating equation ([2.48))

z

p(x7yaz7t) = Pa — / p(xayvzl)gdzl‘ (2100)
n(z,y,t)

5We can interpret equation (2.96) as a norm for the extended variable set obtained by concatenating q
with 7.
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2.3. Fully Coupled Model

Assuming that variations in p are negligible, we have for the x-derivative that

op _ an [ ,
ax - p($7n($ayvt)’Z)gax(x7y7t) g n(m7y,t 6.’E($’y72) dZ

P (2.101)
~ p (e y.1).2) 957 (,9,0),

=Pw

Splitting the stress tensor in the equations of motion (equation ([2.28])) with equa-
tion ([2.98)) and evaluating the pressure derivatives (equation (2.101))) leads us to

% B aO'ﬁ _ 80’12 B (90'13 o @
Por ~ or oy 0z ox
8'02 _ 80’12 80’2% _ 80’23 877

ovz — g 2.102
Pot ~ "ax oy 02 Pay (2.102)

% B 80'13 _ 3023 B 80'3D3
ot ~ "ox ~ By 02

=0.

There is no source term for vy because the z-derivative of the hydrostatic pressure p
cancels out the gravitational source term of —pg.

Many of the concepts used to derive this model are similar to ours. Both approaches
lead to a fully coupled model that allows the simulation of elastic and acoustic wave
propagation in the ocean together with tsunami propagation. But how they include
gravitational effects differs. The source terms % and g—z depend only on the derivative of
the sea surface height, which is inexpensive to compute. However, because this derivative
is used in the entire domain, it must be communicated globally for every time step, which
is—especially in a distributed memory environment—prohibitively expensive. In contrast,
our model’s computational costs are constrained to a two-dimensional boundary condition.
Hence, it requires no additional communication, which renders it computationally far
more economical.
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Chapter 3.
Riemann Problems & Boundary Conditions

In this chapter, we describe how we can solve Riemann problems for the PDEs introduced
in chapter 2] A Riemann problem is composed of a hyperbolic PDE with a piece-wise
discontinuous initial condition [160]. Riemann solvers provide a solution for this problem.
They are fundamental for analyzing and interpreting hyperbolic PDEs because they
provide insight into the wave structure of our model. Furthermore, we will use them as a
critical component of our numerical scheme.

Our introduction to Riemann problems follows [61, |95]. We are interested in solving
the Riemann problem along an interface. The interface is parametrized with a local
coordinate system, given by the orthonormal basis

n:(nw Ny nz)T, s:(sx Sy SZ)T, t:(tx ty tz)T. (3.1)

In this set of vectors, n is the unit vector pointing outward from a face, and s and t are
tangential vectors. Figure [3.1] shows a two-dimensional visualization of the setup. We
define the scalar

dlxz,n) =z n, (3.2)

which is the signed distance of a point with coordinates x along the normal to the
interface. The flux matrix in normal direction is given by

~

A(z,n) =n,A(x) + nyB(x) + n.C(x). (2.31| revisited)

Figure 3.1.: Two-dimensional visualization of the setup of a Riemann problem. The
interface is parametrized by its outer normal vector n. In the unshaded
area, the state is given by g%, and the wave propagation is governed by the
flux matrix in normal direction AL. In the gray area, the state and the flux
matrix are given by g and AR,
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Chapter 3. Riemann Problems & Boundary Conditions

Definition 1. For an arbitrary hyperbolic PDE, the problem of computing the solution of

dq ~ 0q
L .
q if d <0,
d,t=0)=
a ) {qR otherwise, (3.3)

~ AL ifd<o
Ald) =1 - ’
(@) {AR otherwise,

at d = 0 is called the Riemann problem. The initial condition and the material may be
discontinuous along an interface. We assume a piece-wise constant initial condition and
material. Because the flux matrix A depends on the material, it can also be discontinuous.

We are interested in solving the problem given by definition [I] at ¢ — 0, i.e., at a
moment in time directly after the initial discontinuity. This chapter explains how we can
achieve this. The resulting Riemann solver itself is not novel as it has been published
before, for example, in [164} 175]. However, we will take a more detailed look into how
this solver is constructed, focusing on the elastic-acoustic coupling. Furthermore, we
investigate all boundary conditions required for our fully coupled model, which is not
done in the literature.

We begin by summarizing the rotational invariance properties in section which we
use to reduce the three-dimensional problem given by definition [1| into an equivalent one-
dimensional form. Next, we introduce theoretical aspects: The technique of characteristic
variables (section allows us to transform our PDEs from the set of variables (v, o)
into a new set of variables that decompose the solution into waves. Section [3.3|introduces
the Rankine-Hugoniot jump conditions, which reduce the Riemann problem into an
eigenproblem. Both techniques only work directly for homogeneous material. We,
however, are interested in the more general variable coefficient case: The flux matrices
A(x), B(x) and C(x) may vary across element interfaces. Section shows how we
can combine physical interface conditions, initially introduced in section with the
techniques mentioned above. This not only provides a solution for the acoustic-acoustic
Riemann problem but also gives us a strategy that we can use as a blueprint to devise the
solution for the elastic-elastic (section [3.F]), and elastic-acoustic (section problems.
We additionally describe how we can include boundary conditions for elastic and acoustic
materials. Finally, section explains how we can compute the solution of our Riemann
problems efficiently.

3.1. Rotational Invariance
Definition [I] depends on the orientation of the interface, making it harder to find a general

solution. We can use the rotational invariance of the elastic wave equation to simplify
the problem [35].

30



3.1. Rotational Invariance

q~L AL qR7 AR

)

Figure 3.2.: The one-dimensional Riemann problem, obtained after applying lemma
Similar to figure 3.1 we have an interface parametrized by an outer normal
vector n. However, this time, we are considering a one-dimensional problem.
In the unshaded area, the state is GF and the one-dimensional flux matrix
governs the wave propagation in z-direction A”. In the gray area, the state
and flux matrix are given by ¢f* and A%. Now, the meaning of the indices
L and R becomes clear: They mean left or right from the interface.

Lemma 1. The plane wave operator (equation (2.31])) is rotationally invariant for the
elastic wave equation. Let T be a (specifically defined) rotation matriz, which depends on
the orientation of the face and thus on the face-aligned basis vectors n,s and t. Then,

A=n,A+n,B+n,C=TAT L (3.4)

The rotational invariance of the acoustic wave equation follows directly from our
embedding (equation (2.91))) and lemma(l] For the sake of brevity, we do not include a
proof of lemma here but we refer the interested reader to [164, Lemma 1] for an explicit
proof of the invariance of the elastic wave equation and to [175] for a discussion of the
rotational invariance for the elastic and acoustic wave equations.

The rotation matrix is defined in 35, [164]. We derive the rotation matrix 7 here as
neither source explicitly constructs it. We define the three-dimensional rotation matrix

T=|n s t]. (3.5)
o

and use © and & for the rotated velocities and stresses. As the velocity is a column
vector, it transforms as
v="T0v. (3.6)

The stress tensor transforms as
o=T&T7, (3.7)

which is a similarity transform [141]. Now, we apply the well-known identity
(B® A)vec(X) = vec (AXBT), (3.8)

which allows us to write the change of basis as a product with a single matrix [120],
Sec. 10.2]. In this equation, vec(C') denotes the vectorization of C), i.e., it is the operator
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that returns a vector with the entries given by stacking the columns of C. We can then
use it to rewrite equation ({3.7)) as

vec(o) = (T ® T) vec(o) = vec (TGT"), (3.9)
which describes the linear transformation as a matrix. As the Kronecker product of two

orthogonal matrices results in an orthogonal matrix, the rotation operator for the entries
of the stress tensor

ni NgeSe Mgty | NpSe sg Spty | Nypty Sply t%
NNy  NgSy Naly | NySz  SzSy  Szly | Nyle  Sylz  Taly
NgNy NgSy MNgly | NySy  SgS:  Sgty | Naty Syt Gyt
NgMy  NySz  Nyly | NeSy  SgSy  Syle | Nty Saly  Taly

TeT = ng NySy Nyty | NySy 33 Syly | nyty  Syty ti (3.10)

NyNy NyS, Nyty | NSy SyS,  Syly | Nty Sty Tyt
NgNy MNzSp Nzly | NgSy  SpS,  Sxly | Naly Szt Tits
NyNy NpSy Naly | NySy SySy  Syty | Nyly Syt Tyt

nz NyS, MNyty | NyS, sg S,t, | myt, S,t, tg

is also orthogonal. However, our coefficient vector g only contains the six independent
entries of o. Hence, we need to combine rows and columns of equation (3.10)), leading to
the rotation matrix

ni s:% ti 2N Sy 28t 2n,t,
né sg té 2ny sy 2syty 2nyt,y,
T — ns s s 2n,5, 2s,t, 2n,t, (3.11)
7 NaNy  SzSy taty NzSy + NySy  Sgty + Syte  Ngty + nyty
NyN, SyS, Tyly NyS, +n,8y  Syt, + S:ty  nyt, +nyty
NgNy  SpSy Trply MpSy +MySy  Spty + Syty Nty + nyty
Finally, we can define the rotated coefficient vector q as
T, 0\ .
= 12
(T 1)@ (312)

N—_——
=T

where the combined rotation matrix 7T~ agrees with the rotation matrix presented in [35]
164]. For the acoustic wave equation, this reduces to

qac — <(1) ;)1) q-ac,
N——

:Tac

(3.13)

as the pressure is scalar and thus rotation-invariant. Due to their block-orthogonal
structure, 7 and T2 are orthogonal.
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3.2. Characteristic Variables

Lemma 2. After applying the rotational invariance property (lemma , the three-
dimensional Riemann problem (deﬁm'tion reduces to the one-dimensional Riemann

problem
0,
if x <0,

A(x)
{AR otherwise.

8q oq
A—
ot Yor

if x <0,

otherwise,

ﬁ> »-Qt Qr

(3.14)

Proof. This derivation follows directly from applying lemma [1} Inserting equation ((3.4])
into the Riemann problem (equation (3.3))), leads us to

8q 1 8q

+ TAT ™ =0. (3.15)
Next, we left multiply with 7!, leading us to
0 0
TS+ T TAT 22 =0 (3.16)

Inserting the rotated quantities (equation (3.12])) and simplifying leads us directly to

equation (3.14]). O

Lemma |2 allows us to split the solution of the Riemann problem into a rotation,
which depends on the orientation of the interface, and the solution of a one-dimensional
Riemann problem, which, crucially, does not depend on the orientation. The resulting
one-dimensional Riemann problem is depicted by figure In the following, we thus
only consider solving one-dimensional Riemann problems. To simplify the notation, we
will always assume that the quantities have already been rotated. Hence, we will drop
the tilde.

3.2. Characteristic Variables

In this section, we explain how we can cast our PDE into a basis in which the wave
structure becomes directly apparent. This is a standard technique called characteristic
variables. Our discussion follows [95]. This strategy gives us a direct way of directly
solving Riemann problems for homogeneous material. Furthermore, it shines a light on
the difficulties arising when considering variable coefficient equations
In the following, we assume that we have a one-dimensional hyperbolic system of PDEs
with a flux matrix A. By definition of (strong) hyperbolicity, we can diagonalize A and
thus write it as
A=RAR™!, (3.17)
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where R has the eigenvectors of A as columns and A has the corresponding eigenvalues
on its diagonal:

R=\|r1 79 ... *™m |,

A1 (3.18)

Both A and R depend on the material and can thus in general vary in space. For now,
we assume that we have a homogeneous material.

Using equation (3.18)), we define the characteristic variables as
w=Rq. (3.19)

We can use this to turn our hyperbolic system into a system in terms of the characteristic
variables. We start by inserting equations (3.17)) and (3.19) into our one-dimensional
PDE (equation (3.14))), which results in

ow ow

R— +RAR'R— =0. 3.20

ot + ox ( )
Next, we left-multiply by R™! and simplify, arriving at a system of uncoupled advection
equations

ow ow
o + A% =0, (3.21)
which describes the time evolution of the characteristic variables. In other words,
equation describes the propagation of the waves directly.
Let w?(x) denote the initial condition for the ith component of w. Then, equation
is solved exactly by
wi(z,t) = wd(x — \t), (3.22)

which is the direct solution of the advection equation [95]. From this, a solution strategy
for the rotated Riemann problem (equation (3.14])), assuming homogeneous material,
directly follows: First, convert the initial condition to the characteristic variables using
equation . Second, write the solution in terms of the characteristic variables using
equation . Third, convert back to the original set of variables using the inverse
mapping (equation (3.19))).
However, this approach does not work for variable coefficient equations. Following [95|
Sec. 9.8], we see that in this case R varies in space and thus, by the product rule
-1 -1
O Y
X ox ox (3.23)
_ Ow OR™!

- Ox Oz ()g.
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3.3. Rankine-Hugoniot Jump Condition

This happens because 81;;1 (z) is no longer zero. Now, when we follow the same derivation

as before and apply equation (3.23)), we arrive at

0 ow OR™!
aV A A

() R(z)w. (3.24)

The structure of the PDE is similar to equation , as we still have advection equations
for the characteristic variables. However, they are now coupled by a source term. Hence,
equation does not admit a solution like equation in the general caseﬂ Thus,
we need to follow a different solution strategy.

3.3. Rankine-Hugoniot Jump Condition

to =11 + At

T1 To =11+ Ax

Figure 3.3.: The control volume [z1, z2] X [t1, t2] is divided by a wave moving with a speed
A < 0. The z-axis describes space and the y-axis time. The wave divides the
rectangle into two halves. We assume that the solution inside each half is
constant. Figure recreated from [95].

In this section, we derive and explain the Rankine-Hugoniot jump conditions, which we
use to inspect shock waves resulting, in our case, from a discontinuous initial condition.
They are powerful as they allow us to separate a jump into waves, and hence, they
directly reveal the wave structure. The derivation of them is simple and follows directly
from a conservation statement.

First, following [160, Sec. 2.4], we use the integral form of our one-dimensional
PDE (equation (3.14))) in the control volume [z1, z9] X [t1,t2].

d [*

T q(z,t)de = Aq(x1,t) — Aq(xa,t). (3.25)
1

LAn interesting special case results from the fact that the source term can become uncoupled. This is
the case for homogeneous material and, for example, constant-impedance acoustic material [95]. In
this case, the eigenvectors are identical, even though the material varies.
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We derive this by integrating the differential form, given by equation (3.14]), from z; to
9 and assuming that A is constant in our control volume. This integral form has the

advantage that it does not require g to be smooth in contrast to the differential form.
We integrate equation (3.25)) from ¢; < ¢9 to to

to d X9 to t
/ a (/ q(z,1) dx) dt = [ Aq(wy,t)dt— [ Aq(ap,t)dt.  (3.26)
t -

1 t1 t1

After applying the fundamental theorem of calculus to the left side, we get

[
— q(x,t dx> dt =
t1 dt x1

T2 T2
/Q(%h)dx—/ q(z,t1)dz.

1 x1

(3.27)

Inserting this into equation ({3.26]), leads us to the conservation statement

T2 T2 to t2
/ q(z,t)de — / q(z,t1)de = Aq(zy,t)dt — Aq(za,t)dt. (3.28)
T T t1 t1

Next, we use this form of our PDE to investigate the behavior of our PDE in the
situation of a shock. The derivation follows [95, Sec. 11.9]. Figure depicts the setup.
We consider a wave, moving with a speed of A, that divides our control rectangle into two
triangles, inside which the solution is approximately constant. In our case of a Riemann
problem for a linear PDE, the shock speed does not depend on time.

We consider an infinitesimal control region [z1,z2] X [t1, 2] where 9 = 21 + Az and
to = t1 + At. Here, Az > 0 is a space increment, and At > 0 is a small (At < 1) time
increment. Without loss of generality, we assume that the wave moves leftward, i.e.,
A < 0. We call the state in the left triangle g and in the right triangle ¢. Because ¢
is constant in each triangle, equation (3.28]) simplifies to

Az q® — Az qt = At Agl — At q® + O(AL?), (3.29)
where the term O(At?) takes the variation of g with respect to time into account. Dividing
by At, results in the relation

AT r_ AT

NN
If the shock propagates with speed A, Ax = —\ At. Inserting this and taking the limit
At — 0, we arrive at the Rankine-Hugoniot conditions

g™ —q") = A(q" - "), (3.31)

gt = Aqt — Aq® + O(A) (3.30)

which state that the shock speed A is an eigenvalue corresponding to the eigenvector
(g® — q%). This is often written in the short form

Ma] = Ald]. (3.32)

with [q] = ¢® — q¥. In other words, they decompose the jump into waves.
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3.4. The Acoustic Riemann Problem

acoustic acoustic
L L R R
K~ p K% p

Figure 3.4.: This figure shows the acoustic-acoustic Riemann problem. The black lines
correspond to characteristic waves that separate the constant states. We use
the convention that the states left and right from the interface are g% and
g™. The states in the middle, also called star states, are the solution of the
Riemann problem. They are called g*¥ and g*®. They are not separated by
a wave but rather by the discontinuous material.

3.4. The Acoustic Riemann Problem

In the previous sections, we have seen two different ways of analyzing the wave structure of
the homogeneous version of our problem. We combine them with the interface conditions
defined in section [2.3.1] to construct a Riemann solver for the variable coefficient acoustic
wave equation.

Equation defines the acoustic flux matrix in z-direction, which we can diagonalize

A*(z) = R(z)A(x)R™(z), (3.33)
with
A(z) = diag([—c(z), ¢(x),0,0]), (3.34)
—Z(x) Z(x) 0 0
Ro=| o o 10 (3.35)
0 0 01

Here Z = pv/Kp = ¢p is the impedance. The eigenvectors can be arbitrarily scaled. Here,
we use the scaling from [95], which allows us to describe the Riemann problem in terms
of the impedances.

Figure [3.4) shows the wave structure of the Riemann problem. We have a left-moving
wave with speed ¢ and a right-moving wave with speed ¢*. Due to the inhomogeneous
material, we have two intermediate states g*I and g*®. These states are called “star
states”. We only need to consider the pressure and the velocity in z-direction, as the
other quantities are in the nullspace of A?°. Therefore, they do not contribute to the
waves.

Now, we can apply our methods to derive a solution of a Riemann problem. We define
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the matrix

T‘L TR
~— =~
zE ZR 0 0
-1 1 00
R — o o 1ol (3.36)
0 0 01

which uses material from the left side for right-going waves and from the right side for
left-going waves.
The jumps between waves are governed by the Rankine-Hugoniot conditions (sec-

tion
Aac (q*L _ qL) — L (q*L _ qL) ’
Aac (qR _ q*R) — R (qR _ q*R) 7
which are valid because in each region the matrix A?° is constant. Hence, similar to the
homogeneous case discussed in section [3.2] we can describe the jumps in the characteristic

variables, i.e., in the eigenvector basis, using the respective flux matrix. From this, we
obtain the additional relations

(3.37)

gt — gt =alrt, (3.38)

qf* — ¢*B = ofir R, (3.39)
The quantities o’ and af' are the wave strengths. Note that they depend on the
normalization of the eigenvectors. However, the Rankine-Hugoniot conditions do not hold

over the jump in the material. Hence, we need to use the physical interface conditions
(equation (2.93))) to connect the states g*L and g*E.

(52) = (in) 60

This does not give us any information about the velocities vo and vs in the star states, as
they can be discontinuous. Adding equations (3.38) and (3.39)) and using equation (3.40)),

we arrive at
' - q" +q® — ¢*F =qF - ¢" ="t + R (3.41)
Here, all vectors should be understood as being restricted to pressure and velocity. This

is an abuse of notation; however, as mentioned before, the other values are irrelevant.
We can convert equation (3.41) to the linear system

(7 1) G- () "

Solving this results in

1

al = A (p" = p® + ZR(vff — ), (3.43)
1

o = 77 T ZR (" —p" + Z (i —o7)) . (3.44)
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3.4. The Acoustic Riemann Problem

We can compute the left star state by inserting equation 13.43: into equation (3.38]), and
the right one by inserting equation ([3.43)) into equation (3.39)). This leads us to

«L L L
P\ _ (p L(Z
(be) = (o) o (%)
p*R _ R _n 7R
vk vl 1)

Due to the interface condition (equation ([3.40])), both states are identical and are given

by
. p*L B p*R B 1 ZRpL 4 ZLpR + ZLZR (Uf _ ’Uf%) (3 46)
7 = il ) 7 \wif) T ZL 4 ZR Zhub + ZRy R 4 pb — pit ’ '

This provides an exact solution to our Riemann problem. In the constant impedance
case, i.e., Z = Z% = Z® equation ([3.46) simplifies to

1 (pL 4 pR) +Z (UIL — Ufi)
e . 4
=5 (G L L (347

2
Hence, the star state is not simply the average of the quantities on both sides but also
includes a correction term for the difference in the other quantity.

(3.45)

3.4.1. Boundary Conditions

We have not yet discussed what happens at the boundaries of our domain where we do
not have a neighbor state because no physical neighbor exists. We adapt the Riemann
problem to this situation by adding a fictitious neighbor, commonly called the ghost
cell. Then, we compute the state of this neighbor by solving an “inverse Riemann
problem” which is constrained such that the solution of the Riemann problem with the
fictitious neighbor on the right (gf*) and the solution of our local cell (g¥), which is on
the left, results in the boundary state (g*). At first glance, this seems to be a useless
exercise. However, in practice, we typically only want to prescribe a part of the solution,
for example, the velocity, on the boundary. This approach then gives us the values of
the other quantities like the pressure. Finally, it provides us with a direct avenue to
implement boundary conditions in a numerical code.

In the following, we assume that the material is continuous across the boundary, i.e.,
that the material just outside of the domain is extrapolated from the inside. Hence, we
drop the indices and, e.g., use Z = Z = Z® in this section.

Velocity inlet

The first boundary condition type is the velocity inlet. We prescribe a velocity given
by some function vj = f(z) and assume that the pressure is continuous, i.e., pl = pft.
Equating the star state (equation (3.47))) for the velocity to f(x) leads to the equation

Lo" =0 = f(@), (3.48)

1 L R
(Ul +'Ul)+22

2
=0
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which we can solve for the velocity fuf. This results in the ghost state

(ﬁ;) B (Qf(iii-vL)' (3.49)

Inserting equation ([3.49)) into equation (3.47)) leads us to the state at the boundary

-0 e

Hence, the velocity at the boundary is exactly equal to the prescribed velocity, and
the pressure is equal to the pressure next to the boundary with a correction term that
counteracts the jump in velocity. An important special case of this boundary condition
is the rigid boundary, given by equation , where f(x) =0.

Pressure inlet

The second type of boundary condition is the pressure inlet. Here, we prescribe a
pressure given by some function p* = f(z) and assume that the velocity is continuous,
ie., vlL = U{%. We can compute it in the same way as the velocity inlet. We equate the
star state (equation ) for the pressure to f(x), resulting in the equation

S0h )+ 2 f — o) = f(a), (351)
|

=0

which we solve for the pressure p®. Hence, we have the ghost state

R L
p 2f(z) —p ) (
= . 3.52)
(UR> ( vf
Finally, we insert equation (3.52)) into equation (3.47)) to compute the star state

@‘) - < + Z{p( : f<x>>) ' (3.53)

The pressure at the boundary is prescribed exactly, and the velocity is modified by a
term that corrects for the jump in the pressure.

The free surface boundary condition is a special case for p* = 0. This results in the
states

(3.54)
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3.5. The Elastic Riemann Problem

Gravitational free surface

Another important special case of the pressure inlet boundary condition is the gravitational
free surface boundary condition, given by equation (2.88|). For this, we impose a pressure
at the boundary of p* = png, which we insert into equations (3.52)) and (3.53)), resulting

in the ghost state
R L
P\ _ (2p9n—p
() = (™27) (559

(151) - (Uf + %/()zg - pgn)> | (3.56)

This concludes the dynamic part of this boundary condition. To close the boundary
condition, we require the kinematic part, defined by equation (2.89). Hence, we define
the displacement by the ODE

and the boundary state

. |
o =vi=vr+— (0" —pgn), (3.57)

where it is important to note that vj is the state at the boundary. Thus, we must solve
an ODE to compute 1. This boundary condition reduces to the classical free surface
boundary condition (equation (3.54))) in the case of vanishing gravity g = 0.

3.4.2. Discussion

We have seen in this section how we can solve an inhomogeneous Riemann problem using
the example of acoustic-acoustic interfaces. The solution strategy consisted of using the
Rankine-Hugoniot conditions and the technique of characteristic variables to describe the
jumps inside each material. We then used the physical interface conditions to close the
system. We solved the resulting linear systems for the wave strengths, which we inserted
into the jump conditions.

Furthermore, we discussed how we can investigate boundary conditions by computing
an inverse Riemann problem. This results in the exact state at the boundary for the
quantity we want to prescribe and a penalty term for the other. A further aspect that
becomes clear from the inverse Riemann approach is that we can only prescribe either
the pressure or the velocity at the interface. We cannot prescribe both, as it would be
impossible to derive a boundary state that fulfills equation .

We have not only learned how to solve one specific type of Riemann problem, but
we can apply the solution strategy to other linear Riemann problems and boundary
conditions.

3.5. The Elastic Riemann Problem

In this section, we solve the Riemann problem for elastic-elastic interfaces by applying
techniques from section The flux matrix in z-direction (equation (2.30))) has the
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elastic elastic
APt plb A R pft

Figure 3.5.: The elastic-elastic Riemann problem. The black lines correspond to charac-
teristic waves that separate the constant states. The left (g¥) and right state
(qL ) are the initial condition. We have four star states, which are called,
from left to right, ¢**&, ¢*F, ¢*® and ¢**&.

eigenvalues (—c,(x), —cs(x), —cs(2),0,0,0, cs(x), cs(x), cp(x)). Hence, we have two wave
types and three non-propagating modes. We define the matrix

ri vk ok T S
~~ ~N— =~ ~~ =~ \EQJ
Z- 0 0 000 0 0 Z-
A0 0 100 O 0 B
A0 0 010 O 0 A\F
o & 0 000 B 0
R¥f=1909 o o o001 0 0 0 | (3.58)

0 o £ o000 0o ut o0
¢k 0 0 000 0 0 —cf
0 ¢ 0o 000 = o0 0
0 0 ¢ o000 0o - o

which collects the eigenvectors for the left and right material. Here, we used the P wave
impedance Z, = pc, and S wave impedance Zs = pcs. We have one eigenvector per
S wave per direction, resulting in the wave structure shown in figure We only consider
the quantities (o011, 012,013, v1, V2, v3), as all others lie in the null-space of A and hence
do not contribute to propagating wave modes.

We apply the Rankine-Hugoniot conditions to the jump between waves, arriving at

A (q**L - qL) _ —cﬁ (q**L _ qL) 7
A (q*L _ q**L) S (q*L _ q**L) ’ (5.59)
A (q**R _ q*R) — CsR (q**R _ q*R) 7 ’

A (qR — g B) = cft (¢F — g**R) |

Again, this is an eigenproblem. Hence, we can expand the jumps in the eigenbasis which
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3.5. The Elastic Riemann Problem

results in
et —q" =ark, (3.60)
L L L_.L L_L

Q" — @ = agrs T agrss, (3.61)
q*"‘R — q*R = aﬁrfl + agrg, (3.62)
gt — ¢ B = afrf. (3.63)

We combine this with the interface conditions (c.f. equation (2.92))

L L L ,L L I\NT R R _R ,R ,R R\T

(0117012701377)1 y Ug 77}3) = (0117012701377)1 y U, Ug ) (3.64)

which closes the system.
Adding equations (3.60]) to (3.63) together and applying equation (3.64]) results in

L, L L, L L, L R R R_ R R,.R R L
ap Tp + X1Ts1 + QT g2 + Q41751 + QgoTs2 + ap T'p =q —q (365)

where, again, all vectors are assumed to be restricted to the relevant quantities. Equa-
tion (3.65) is equivalent to the linear system

2

2
%o 0 0 o %N\ /o ofl — ot
0 ub 0 B 0 0 asLl o 127 o 12
0 0 ph 00 A TR (3.66)
p 0 0 0 0 —Cp b }% IL
0 & 0o - o0 0 el vy — vy
0 0 & 0o - o 2 U3" — U3

While this system looks quite complicated, we can reorder it [164]. By introducing the
permutation matrices P, and Pg, we can write the resulting system as

P! P,RP, P;' a=q" - ¢~ (3.67)
(PqRPa)(Pgla:Pq(qL_qR)-
In our case, this results in the system

L2 2

T G 000 0 (o ol o
ko =cf 0 0 0 0 N vy
0 0 u& B 0 0 Gl | = [ 7127712 (3.68)
0 0 ko —ck o0 0 O‘il 7)12% - UQL
0 0 0 0 pub uf @5 713 713
0 0 0 0 b —cB) \ag U3 — U3

which has a block structure. Therefore, only two variables are coupled together.
We can compute the star states by adding equations (3.60) and (3.61) and by adding
equations (3.62) and (3.63|), which leads to the equations

*L L L L L L L L
qg - =q + apTp T Q51T + AT,
*R R..R R R R R

_ R
q =q — ap rp — Q1T — QaTg2-

(3.69)
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Due to the interface conditions, both star states are identical.
Solving equation (3.68]) for the wave strengths and inserting them into the jump
condition (equation (3.69)) leads to the star state of

oir\ _ 1 Zloly + ZLUM + ZLZR( —ob)
g zL+ 7k Zhol + ZEoft + off — alLl ’
ol2\ _ 1 chpfoly + CRMLUF + ,UL (vff ) (3.70)
v ) = g el \ bl + cLuRult + ok (012 )
<‘7T3> _ 1 (CRNLU1L3+C 1% 013+lL‘ A (}g +U3)>
v} pE + cLpf \ cBulol + clpfolt + clelt (off — ofy)

where we ignored variables that lie in the nullspace of A. We grouped the star states
to make it clear which quantities are coupled. Here, it is interesting that the star state
for the stress o], is similar to the one we derived earlier for the pressure in the acoustic
wave equation (equation )

Similar to the boundary conditions for the acoustic case, we assume that the material
is continuous over the boundary. The same solution strategy works: We compute
the left state by solving the inverse Riemann problem and then the ghost state with

equation (3.70).

Free surface

We want to set the traction at the boundary to zero for the free surface condition. The
velocity is continuous. Formally, we have the following conditions
011 =01y =013 =0,

’UL = UR.

(3.71)

We equate these values for the stress tensor with the star state defined by equation ([3.70)).
Solving for the stress tensor, we arrive at the ghost state

T
q = (—ofy —ofy —ofy o Wwf Wi) . (3.72)

Inserting this state back into equation (3.70]) leads us to the boundary state

*
o1 0
*
Ol 0
*
o 0
13
cl=1c_ -] (3.73)
* —
vy v2L - Z, 101L2
* _
Us vy — Zg 013

The traction is zero, as expected, and the velocities have acquired a penalty term that
counteracts the jump in pressure. This is, as expected, similar to the acoustic free surface
boundary condition (equation (3.54))).

We discussed in this section how we can solve the elastic-elastic Riemann problem.
This was done using the same techniques we derived for the acoustic wave equation.
Furthermore, we derived the star state for the free surface boundary condition.

44



3.6. Elastic-Acoustic & Acoustic-Elastic Riemann Problems

3.6. Elastic-Acoustic & Acoustic-Elastic Riemann Problems

elastic acoustic acoustic elastic
Akl KR pl G N TN
(a) The elastic-acoustic Riemann problem. (b) The elastic-acoustic Riemann problem.

Figure 3.6.: Riemann problems for coupled elastic and acoustic media. In each figure,
the black lines correspond to characteristic waves that separate the constant
states. The wave structure directly represents the underlying material. The
left (q¥) and right state (g) are the initial condition. Two states are
separated by an acoustic wave in each acoustic region, and in each elastic
region, three states are separated by the P and S waves. Figures adapted
from [79).

In this section, we tackle the elastic-acoustic and acoustic-elastic Riemann problems.
By now, our tool belt is well-equipped to handle this. However, in contrast to the
acoustic-acoustic and elastic-elastic Riemann problems, coupling acoustic and elastic
regions combines different materials and separate, albeit related, PDEs. This brings
additional challenges. It may seem obvious that we could treat the acoustic wave equation
as a special case of the elastic wave equation and then reduce the Riemann problem
to the elastic-elastic one. However, this leads to a loss of strong hyperbolicity as the
flux matrix is no longer diagonalizable [95| 175]. Hence, this approach does not work.
However, we can use the same strategy as before: We use the Rankine-Hugoniot jump
conditions together with the interface condition. The jump conditions govern the flux in
the elastic and acoustic regions, and the interface conditions are used to combine both.
Here, we use the embedding of the acoustic wave equation into the elastic wave equation
introduced by equation . Additionally, we also use the flux matrix embedding.

Figure [3.6] shows the wave structure of these problems. We invite the reader to compare
this with the structure of the acoustic-acoustic problem (figure and of the elastic-
elastic problem (figure [3.5). It becomes immediately clear that the wave structure of the
coupled problem is simply the combination of both. We discuss both elastic-acoustic and
acoustic-elastic problems here for completeness.
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Elastic-acoustic First, we discuss the elastic-acoustic Riemann problem, as shown in
figure We have the matrix of eigenvalues

re rh ok T
(Z\f)évv ~—
i 0 0O 00O0O0GO0 1
P 0 0 10000 1
P 0 0 01000 1
o & 0 000O0O0 O
REA-| o 0o o 00100 o [, (3.74)
0 0 & 00000 O
g, 0 0 00000 —5x
0 k0 00010 O
0 0 ¢ oo0001 o0

which combines the elastic eigenvectors on the left and the acoustic eigenvector on the right.

The acoustic eigenvectors are extended using the embedding, given by equation .

We must be careful due to the difference in sign convention between stress and pressure.
The Rankine-Hugoniot conditions are given by

A (q**L _ qL) - _ 5 (q**L _ qL) ’
A (q*L . q**L) _ —Cﬁ’ (q*L o q**L) ’ (375)
A (qR _ q*R) — C}I;ﬂ (qR q*R) .

We expand the jumps again in the basis of eigenvectors

sk L _ L_L
g — g = a,ry,
*xL *x L L _ L L. L
q —q = 41 Ts1 + QgoTg2, (376)
R *R _ R_.R
qg —q = Oép 'I“p .

We combine them with the physical interface conditions (equation (2.94])), which require

vi‘L vi‘R
*L *R
=0k (3.77)
* * . .
0'12L 01%
* *
013 013

Hence, at this type of interface, the tangential velocities are allowed to be discontinuous!
Interestingly, the shear stresses, however, are continuous. Because they do not exist
in the acoustic medium, we can expect that they also vanish at the elastic part of the
interface. We can check this assumption by straightforward calculations. Here, it is again
convenient to use a reduced and reordered matrix, similar to equation , which we
used for the elastic wave equation [164]. We arrive at the linear system for the wave
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strengths
L2
(ZPLL) 1 0 0 0411?B U% — ail
L _ 1 _
R A D A Y S (3.78)
0 0 w~ O asLl g 12 a 12
0 0 0 uh ) 013 — 013

The P waves of both media are coupled; however, the S waves of the elastic part are
uncoupled. Because the shear stresses are zero in the fluid, we can directly read the
strength of the S waves

L L
(o2 g
ab=—-2,  af=-"8 (3.79)
p "

In contrast to the previously discussed numerical fluxes, the elastic-acoustic Riemann
problem admits two different star states separated by the material discontinuity. This is
because the tangential velocities are allowed to be discontinuous. Hence, for the elastic
medium, we have the state

Ufi Uil
013 012
0’5?% ‘72L3 L..L L_ L L. L
v*L = s + ayTp T Tl T AgaTsa
1 1
v§L v2L
vg‘L v?%
-1
R7L L\2 R7L_L IN2 R R (7I\2 (R L
(282} +(20))  (Z2fot+ (20) ofi + 25 (25)" (o = o))
0
0
= -1
L L\2 IN2 L L L L ’
(282} +(20)°) " ((20) ok + 252kl + 2 (oft - o))
1
vy —(Z5) ol

L JANE I )
Vg — (Zs) 013
(3.80)

where we can see that the tangential velocities include a term that penalizes existing

shear traction. The shear traction is, as we expected, zero at the interface. On the
acoustic side, we have the state

-1
(zRzf+(2)")  (ZRzkoh + (20) ot + 28 (25) (oF - o}))

p
-1
(zRzf +(20))  ((20)*ob + 2RzLol + 21 (of - ohy) )

SiS)
—

(3.81)

where we have ignored the tangential velocities and shear stresses as they lie in the null
space of the flux matrix.
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Acoustic-elastic This case is very similar to the elastic-acoustic case. We build the
combined eigenvector matrix as

rh ri R of
~—~ \/V\ﬁ/
(Z3)?
1 000O0O0O O 0 1
1 00100 O 0 AE
1 00010 O 0 A\
0 10000 % 0 0
0 00001 0 0 0o |- (3.82)
0 01 000 O pur O
£ 00000 0 0 —cf
0 00000 —c* o0 0
0 00000 0 —c® o0

The jumps are depicted in figure For the sake of brevity, we skip directly to the
linear system for the wave speeds

2
1 f—ﬁ' 0 0 aé ot — ok
1 R R _ L
ze % O 0o o YT (3.83)
00t ek ook
0 0 0 pf) \ag 013 013

It has the same structure as the system for the elastic-acoustic case, given by equa-
tion . Again, we can directly read the strengths of the S waves propagating
rightward into the elastic medium. From this, it is trivial—but laborsome—to compute
the star states. Hence, we skip this here.

In this section, we discussed how we can solve coupled Riemann problems. We were
able to apply the same solution strategies as before. The resulting wave structure and
the star states followed our intuition that the shear stresses at the boundary are also
zero at the elastic side of the boundary. A jump in the shear stresses leads to a velocity
that counteracts it. This has also been observed in [164].

3.7. Computational Aspects

In this section, we discuss the computational aspects of the exact Riemann solver. For
this, we return to the notation used in section [3.I] and mark vectors that are in the
face-oriented coordinate system with a tilde, such as q.

We can write the computation in a more concise form by collecting operations in
matrices. This is similar to the notation in [164]. First, we define the characteristic
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matrices

L {1 if \ <0,

Xig = 0 else,
(3.84)
r_ )1 if X >0,
Xij 0 else,

which select the left and right-going waves, respectively. In the following, we use R to
denote the matrix of eigenvectors that considers the material of both sides. With this,
we can write the star state as

g =¢" + Rx"a, (3.85)
or equivalently as
§* = ¢ — Rx®a. (3.86)

Both definitions lead to the same resultP] This works for all considered Riemann
problems, which can be shown by inspecting the corresponding jump conditions given by
equations (3.45), (3.69), (3.80), and (3.81)). The wave strengths can be computed by

a=RYg’-gb). (3.87)

In the following, we substitute x® = I — xL, which works because while we select
additional waves, these waves are not propagating. With this, we can split the computation
of the star state with the identity

q* =q"+Rx"R7(q" - q")
— R(I . XL)_Rflq'L + RXLRil’q'R
_ RXRRfl ('I'L + RXLRfl q’R
— ~—
—GL =GR

(3.88)

This is convenient because the first and second summands only depend on the left and
right state, respectively. We can precompute the matrices G¥ and G® as they do not
depend on the state.

Finally, our original three-dimensional Riemann problem, stated in definition [I} can be
solved by combining equation with lemma [I} This leads us to

¢ =TG*T 'q* + TGRT '~ (3.89)

Hence, the solution of the plane-wave Riemann is given by a sum of matrix-vector
products. It uses two matrices that depend on the orientation of the interface and the
material but not on the states g¥ or g®.

2Caveat: The values for quantities that lie in the nullspace of the flux matrix can differ.
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3.8. Discussion

In this chapter, we derived a method to solve the acoustic-acoustic, elastic-elastic,
acoustic-elastic, and elastic-acoustic Riemann problems for inhomogeneous materials.
Our Riemann solver considers the materials from both sides of the interface. It is
essentially identical to the one presented in [175]. Only taking the material from one side
into account, as done, for example, in [69], leads to an inconsistent scheme [175].

We used the rotational invariance of our PDEs to reduce the three-dimensional Rie-
mann problem to a one-dimensional one (section . Then, we discussed two solution
strategies for this reduced Riemann problem: First, section [3.2] introduced the technique
of characteristic variables, which allows us to directly solve the Riemann problem for
homogeneous materials. Second, we derived the Rankine-Hugoniot jump conditions in
section [3.3] They enable us to consider the jump over individual waves as an eigenprob-
lem. Together with the physical interface conditions, we successfully solved Riemann
problems that cover all possible combinations of acoustic and elastic media (sections
to . Our discussion included a derivation of all necessary boundary conditions. Finally,
section showed us that we can compute the solution of these problems efficiently.
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Chapter 4.
Discretization

In this section, we discuss the Arbitrary DERivatives Discontinuous Galerkin (ADER-
DG@G) discretization for our fully coupled model that we presented in chapter [21 We first
introduce the DG space discretization (section followed by the ADER time-stepping
method (section [4.2). Both sections summarize the work from (35 [164]. Our main
contribution is discussed in section an efficient arbitrary high-order discretization
of the gravitational boundary condition, which combines a nodal basis with ADER
integration. Finally, section discusses computational aspects of our ADER-DG
scheme.

4.1. Discontinuous Galerkin

The Discontinuous Galerkin method was introduced in [124] for the neutron transport
equation and was later extended to systems of hyperbolic conservation laws |16]. For
a brief history of the method, we refer the interested reader to [20]. In this section,
following the description of the DG discretization of the elastic wave equation in [69],
we derive a DG space discretization of our fully coupled model on an unstructured
tetrahedral mesh. We assume in the following that we use the coupling strategy discussed
in section Briefly, we consider a variable-coefficient hyperbolic PDE of the form given
by equation . We embed the acoustic wave equation in the elastic wave equation
with equation . Thus, the flux matrices A, B, C and the vector of unknowns q have
the same shape in the entire domain. Section discusses how the tetrahedral mesh is
built and introduces the concept of reference elements. In section we introduce
high-order polynomial bases defined on these reference elements. We use these tools
to derive and discretize the weak form of our PDE (section [4.1.3). This results in an
entirely local scheme. Section discusses how elements are coupled to each other
using surface integrals and a numerical flux. Finally, section presents a semi-discrete
discretization of our PDE.

4.1.1. Mesh

In this section, we describe the construction of our computational mesh, which follows [35].
We assume that our computational geometry was tessellated into a conforming mesh
of non-overlapping tetrahedra. Formally, we have the domain Q = J,, Tm, where Ty,
denotes a tetrahedron. Furthermore, we use the function N/(7) that takes a tetrahedron
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T and returns the set of its neighbors. For each tetrahedron, the cardinality of A is
equal to the number of neighbors not at the boundary of the domain.

n
X2

X1

¢

(a) The reference tetrahedron 7. Tt is defined in (b) The reference triangle 5. It is defined in the
the local coordinate system & = (£,7,¢). The  local coordinate system x = (x1,x2). The
numbers correspond to vertices. numbers correspond to vertices.

Figure 4.1.: Our reference elements.

To simplify our computations, we use the reference tetrahedron T, as shown in
figure First, we introduce the connectivity function ¢(7,4) that returns the ith
vertex of the tetrahedron 7. The reference element is defined by

0 1 0
T, )=10], «T,2)=|(0], «T,3)=[1], T, 4=|0]. (4.1)
0 0 0 1

We can map from an arbitrary tetrahedron 7 to the reference element by using a
linear-affine mapping. First, following [164] we define the mapping matrix

| | |
L(T) = |e(T,2) = (T, 1) o(T.3)—c(T,2) (T, 4)—c(T,3)] . (4.2)

Next, we use this in the mappings

=1 = c
ETUT. &) =T(T)&+c(T, 1), (4.3)

where Z(7,x) maps the coordinates of a point x that is in a tetrahedron 7 to the
reference coordinate £ = (£, 7, ¢ )E| The mapping Z~!(T, £) is the inverse mapping, i.e.,
it takes a reference coordinate and transforms it into the global coordinates.

'Tt should be clear from the context whether 7 refers to the displacement or the reference coordinates.
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Using the transformations and their Jacobians for our mapping, we can transform
integrals over the physical cells to integrals over a reference cell

/ f(x) dz = / FE(©)]7] de, (4.4)
T T

which uses the determinant of the Jacobian of the mapping J = det(I"), which is constant
throughout the element. J is equal to six times the volume of the tetrahedron 7.
The derivatives transform as
0 06090 ond 0CO
0z 0zt oxoy 9z
g 069 omd  0CO
oy~ 0yoE oy ayoc
g 969 omo  0C0O
9z 9206 020n 0200
which is a direct result of the chain rule and the definition of our mapping (equa-
tion (£.3)) [35].
Furthermore, as shown in[£.1b] we define the reference triangle e with local coordinates
X = (x1,x2). It has the vertices {(0,0),(1,0),(0,1)}. We define the function W/
that maps coordinates on the reference triangle to coordinates on the fth face of a

tetrahedron 7. With this, we can express integrals over the surface 97T of a tetrahedron
by

_ ! owl 0wl
[ @as=3 [ 160 55 50

=:|5¢|

dx (4.6)

where [Sy| is twice the area of the surface [164]. In addition, we need the mapping
¢/ = E(¥/(x)) that maps coordinates on the reference triangle to coordinates on the fth
face of our reference tetrahedron 7. Following (35}, 1164], this function does not depend
on the geometry of the element and is given by table

When integrating over the boundary of a tetrahedron, we often need to integrate
over the face from the perspective of the neighboring tetrahedron. For this, we need to
consider the different orientations of this face relative to the tetrahedra. As discussed
in 35, [164], this can be summarized by the function ¥", where h is an index that takes
the three possible rotations into account. Table defines this function.

This section discussed how to map from physical triangles and tetrahedra, out of
which our mesh is composed, to reference triangles and tetrahedra. With these, we
can transform integrals over our element and its surface to integrals over the reference
elements.

4.1.2. Basis Functions

In this subsection, we discuss the three types of basis functions that we need for our
numerical scheme. We consider modal bases for tetrahedra and triangles. Additionally,

53



Chapter 4. Discretization

Table 4.1.: Mapping from the reference triangle coordinates to the reference tetrahedral
coordinate system. Modified from [164].

§ n ¢
£(x) X2 x1 0
&x) X1 0 xeo
£(x) 0 X2 X1
Ex) 1-x1—x2 x1 X2

Table 4.2.: Mapping from the coordinates of a triangle to the coordinates from the triangle
in the other face. This deals with possible rotations. Table taken from [35,

164).
x X'(x) X' (x) X*(x)
X1 X2 1—x1—x2 X1
X2 X1 X2 1—x1—x2
1 [

X2

X1

Figure 4.2.: Warp-and-blend nodes on our reference triangle €9, as described in [61]. Here,
we show nodes for a nodal basis of polynomial order of five.

o4



4.1. Discontinuous Galerkin

we introduce a nodal basis for triangles. All of these bases have in common that they are
not continuous across elements, i.e., they are only defined within one element. This is the
reason why the Discontinuous Galerkin method is called discontinuous. For convenience,
we define all bases on the reference elements.

First, we discuss the modal bases. For both triangles and tetrahedra, we use the modal
Dubiner basis. It is based on Jacobi polynomials and consists of orthogonal polynomials.
Their construction is explained in [20]. The version that we are using is tabled in |28
Appendix A]. We call the basis ¢y, for our reference tetrahedron and v for the reference
triangle. For a polynomial order of N we have 1/2N(N + 1) and 1/6N(N + 1)(N + 2)
basis functions for triangles and tetrahedra respectively.

For example, we can expand the solution q on a tetrahedron 7, as

g (,t) = qjp, (1) $1(E(Tm, ) (4.7)

using the mapping from a physical element to the reference element, which is required
because the basis ¢; is defined only on the reference element. This introduced the index [
for the basis function and the index p for the quantity. The vector of coefficients q"*(t) is
defined for each element and depends on time but not on space. We mark all coefficients
with an underbar. In the following, we drop the index for the element for convenience. As
we always integrate over one single element, its index should be clear from the context. In
addition to the expansion on tetrahedra (equation (4.7))), we can also expand quantities
that are defined on the reference triangle in the two-dimensional basis

(o t) = £, v(x)- (4.8)

As is well known (see e.g. [122, Cha. 10]), we can approximate any function f(x) by
expanding it in a basis of orthogonal polynomials. This is called the generalized Fourier
series. We typically truncate the series after N 41 terms. For example, for our orthogonal
modal tetrahedral basis, we can write

f(&) = f10u(€), (4.9)

where we compute the coefficients

o _ S i@
T [ o(€) () dé

by a least-squares projection. This gives us the best (on average in the Euclidean norm)
approximation with our chosen basis. The same is also possible for functions defined on
our reference triangle, leading us to the expansion

d
fo) = fni(x), £ = ffs"’g‘;((););zl(é)) d>><<' (4.11)

Some boundary conditions presented in this thesis make it necessary to prescribe a
space-dependent state at the boundary, i.e., on a triangle. As the coefficients in the modal

(4.10)
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basis do not correspond to specific locations in space, we need to project a function to
this basis. An alternative and more convenient perspective is describing this function
directly in a nodal basis. For this, we expand a function as

fr ) = fip(na, 1) Li(x), (4.12)

where n is a set of interpolation nodes and L; is the [th Lagrange polynomial on the
triangle. We have the same number of nodes as we have modal basis functions. This
setting is very convenient, as the coefficients f depend on the space coordinates. Hence, to
interpolate a function, we can use the point-wise value of our function at the interpolation
nodes directly as coefficients. However, this type of basis opens two questions: Which
nodes do we choose, and how do we define the functions L;?

Choosing a suitable set of nodes is essential because equidistant points lead to the
famous Runge phenomenon, manifesting in strong oscillations and a correspondingly large
interpolation error [122]. Furthermore, this choice would lead to ill-conditioned operators
for higher orders. Hence. we choose the warp-and-blend nodes described in |61, Sec.
6.1]. They can be easily pre-computed and lead to well-behaved interpolation. Figure
shows the resulting nodes for N = 5.

Finally, we need to define the Lagrange basis on our triangle. However, there is no
known analytical expression for it on triangles. We need to take a detour and use the
modal basis to evaluate the nodal basis. The nodal and modal bases span the same
function space. Hence, we can equate both expansions (equations and ) Then,
we can compute the nodal coefficients from the modal coefficients by

£, = Vinf (4.13)

npy

where the Vandermonde matrix

Vin = ¥n(ny) (4.14)

evaluates the modal basis at the nodes defined by the nodal basis. As this matrix is
invertible, we can use

f, =V (4.15)

n In =np

to compute the modal coefficients from the nodal representation [61] on triangles. This
gives us a way of evaluating the two-dimensional Lagrange polynomials: We use equa-
tion to compute a modal representation and then evaluate the resulting expan-
sion (equation ) at new nodes.

We defined a modal basis for the reference tetrahedron and the reference triangle in
this section. Additionally, we introduced a nodal basis on triangles and demonstrated
how to convert between the modal and nodal. Furthermore, we showed how we can
approximate functions in all bases.
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4.1. Discontinuous Galerkin

4.1.3. Weak Form

In this section, we use the results from the previous sections to take the first steps to
discretize our PDEs. We begin with a general linear variable coefficient PDE

oq 0q oq oq .
o = Alx)~ - B 2.2
ot (z )6:1c (z )8y (x )8z revisited)

In this section, we only consider a single tetrahedron. We assume that the material and
therefore the flux matrices do not vary in this element.
We multiply equation (2.29)) by a test function ¢ and integrate over a tetrahedron T,

leading to
_ 4%, g%, ;%
/(bkdw /qﬁk( +Bay+08 >d . (4.16)

Note that we have as many test functions as we have basis functions. In our case, we use
the same function space that we used to expand the numerical solution (equation (4.7))).
This is called the Galerkin approach. For the sake of brevity, here and in the following,
we neglect the space and time dependency of the solution and the basis functions if it is
clear from the context. As the basis functions depend on the reference element, we must
use equation to map from the tetrahedron to the reference tetrahedron. Then, we
apply integration by parts to transfer the space derivatives to the test function, resulting

in
) ) P
/ on qd ( gi’“ a¢kBq+ ¢qudw> / op f* dS (4.17)

Equation is called the weak form, as it relaxes the smoothness requirements on
q. It now allows solutions that are not differentiable, i.e., that only fulfill the PDE in
the weak sense. We refer the interested reader to the discussion in [95]. The weak form
includes an integral over the surface 02 of our element. Our basis is only piece-wise
continuous, so the solution on the faces shared with other elements is not uniquely defined.
Hence, we introduce the numerical flux

ff=n,Aq+nyBq+n.Cq, (4.18)

where n” = (n,, ny,N) is the outer normal of the face.

We first deal with the volume integrals in equation (4.17). For this, moving our
computations to the reference basis is convenient. We start by defining the flux matrices
on the reference elements. They are given by

. 9¢ o€ 9¢

A :quaf"i'qua*"‘Cpqa*a
. on on on

By, = qua + Byq By + Cyq 17, (4.19)
, ¢ 9¢ ¢

Cpq = Am% + qu@ + Cpq%a
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Chapter 4. Discretization

i.e., they are linear combinations of the flux matrices in the x, i, z coordinate system, which
follows directly from equation [35]. These matrices are defined for each element, as
the derivatives of the reference coordinate with respect to the global coordinates depend
on the tetrahedron.

We expand the numerical solution with the expansion given by equation in
our modal basis. We transform all volume integrals to the reference tetrahedron with
equations and . After moving constant terms out of the integrals, this leads us
to

7] g“’/qs frdg = — / opf dS

0,01 [ o

4.20
B, lq|J|/ %cm ae )
+Cryq, yJ|/ (%’“ 27k g, de.
Here, we can directly identify the mass matrix
My = /%Gﬁk@ d¢ (4.21)
and the stiffness matrices
K}, = 8;? ¢y dE,
K} = ‘%’“ B 014 (4.22)
K = 8;;(251 3

which can be precomputed. The mass matrix is diagonal due to the orthogonality of
the Dubiner basis and hence it can be trivially inverted. Both mass matrix and stiffness
matrices are defined on the reference element and thus can be pre-computed.

We have now covered the efficient computation of all volume integrals. For this, we
used our careful definition of the reference elements and modal basis.

4.1.4. Surface Terms

In this section, we discuss how to compute the surface integral

P f*dS (4.23)
oT

in equation (4.17)). We expand it as a sum over all faces of our tetrahedron 7, denoted
by the set F, and apply equation (4.6) to describe the resulting face integrals as integrals
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4.1. Discontinuous Galerkin

over the reference triangle o, leading us to

/ ouf a5 =3 [ ou(e 00 g (¥ 00) 1951 dx (4.24)

fer

Equation introduced the numerical flux f*, which is the only mechanism that
connects neighboring elements. Hence, it weakly enforces the continuity between elements
and is thus a crucial part of the DG method. The numerical flux depends on the value of
the flux matrices and the state g at the boundary. However, neither is uniquely defined,
as we allow the material and basis functions to be discontinuous between elements. In
this work, we use the Godunov flux, which we compute by multiplying the star state, i.e.,
the solution of the Riemann problem (definition [1), with by the flux matrix in normal
directionE| We use the Riemann solver discussed in chapter |3l Equation gives
us a way of computing the solution of the plane-wave Riemann problem (definition
by matrix-vector multiplications. We can combine this with lemma [1} which states the
rotational invariance of the flux matrix, leading us to

f*=TAGET 1 ¢l + TAGET 1 4%, (4.25)
=:A*Lf =:A*Rf

where the index f corresponds to the face, which is necessary because the rotation
matrices depend on its orientation. Equation , similar to equation , reduces
to the sum of two matrix-vector products. We use the convention in the following that
the current element is left with state g, and the neighboring element is right with state
g™. Conveniently, the numerical flux matrices A*Lf and A*Ef can be pre-computed
and depend only on the orientation of the interface and the material properties.

Furthermore, equation allows us to split the flux computation into two parts:
the local integration, which requires contributions only from the current element, and the
neighboring integration, which requires contributions only from the neighboring element.
Additionally, we split the neighboring part into a sum over interior (F™*) and exterior
(Fe) faces, i.e., faces at the boundary. We apply this to equation and insert our
numerical flux (equation ) After expanding the numerical solution in our basis, we
arrive at

> | 15514580 | one i€ 6o ax | + (4.26)
f €2

eF ~

> | 1S 45af, [ one a0 | + (a.27)
feF =

2This is why the solution of the Riemann problem is often also called the Godunov state.
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Chapter 4. Discretization

S | Ispatig, / (€ (0)) L) dx | - (4.28)

f€ JFext

_.pRSf
=1y,

Here, the indices g and h consider the face-local coordinates of the face in the neighboring
element with orientation h. We denote the numerical solution in the neighboring element
that shares the face f with our element by gf. We can pre-compute the integrals, as we
did for the volume terms. B

Following [168], we use the change of basis

or(E7 (x)) = Rl i(x), (4.29)

which changes from the tetrahedral modal basis evaluated at the face to the face modal
basis (equation (4.8)).

We can define the matrix R¥ that converts the coefficients from the volume basis to
the face basis. Using a least-squares projection, as defined by equation , leads to

R — J &6 (x))vr(x) dx: (4.30)

J o 00¥r(x) dx
In our cases, as the face basis is of the same degree as the volume basis, this projection
is exact [164, Lemma 4].
Next, we use this to compute our surface integral matrices. We follow the notation
from [164]. We start with the integral for the local contributions used in equation (4.26)).
It can be computed as

R = | o€ 0o 0 ix = RLEL, [ enGovmbonx

—. M2
=Mz,

For the neighboring flux, given by equation (4.27)), we apply the same principle and arrive
at

PRI = / &€ ()i (€9(3" (%)) dx = Rf, R}, / Dn()m(F"(x)) dx (4.32)

For high orders, it is more efficient to not pre-multiply the matrices [168|. Furthermore,
we only need to consider four versions of the face projection matrices (one for each
face), one face mass matrix and three face configuration matrices. This replaces up to
(3 x 4 x 4 = 48) different versions of F/9" and thus leads to better cache behavior [168].
We believe this is also a more natural approach, as quantities defined on a face are
expanded in a basis that is defined on this face.

In addition, we need to incorporate boundary conditions through surface integrals. We
treat them as local contributions. As discussed before, it is often easier to prescribe these
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4.1. Discontinuous Galerkin

boundary values in a nodal basis. As we have learned in the discussion of the modal face
basis, it suffices to only consider a face basis for the surface terms. This allows us to avoid
defining a nodal basis for volume data. Assuming that we have boundary values that are
defined on a face in the nodal basis, we can expand the integral in equation as

ER = / o (€ (x)dx = R M2, Vi (4.33)

which is essentially the same as the local flux matrix (equation ) but with an addi-
tional Vandermonde matrix that converts the nodal into modal representation, as defined
in equation . Hence, we only need to project the test function to the triangle basis.
In contrast to the neighboring flux matrix used for interior neighbors (equation ),
we do not need to consider the face parametrization, simplifying the implementation. We
set g to correspond to the state of a ghost element such that the solution of the Riemann
problem results in the correct state at the boundary. In section and section we
derived these states for boundary conditions for acoustic and elastic materials. As the
boundary conditions typically depend on the numerical solution of our element, we convert
it to a nodal basis using the Vandermonde matrix given by equation . Furthermore,
boundary conditions are typically stated directly in the face-aligned coordinate system.
Hence, we use the rotation matrix defined by equation to rotate the degrees of
freedom from the global coordinate system to the face-aligned coordinate system and
vice versa.

In previous works, the boundary conditions were imposed in the modal basis or by
modifying the numerical flux directly [35| 168|. For example, the absorbing boundary
condition is obtained by setting the incoming numerical flux from the neighboring elements
to zero [35]. The dynamic rupture source is treated as an internal boundary condition,
which uses the state of two neighboring elements. A discussion of the treatment of
dynamic rupture boundary conditions is out of the scope of this thesis. We refer the
interested reader to the detailed discussion in |27, 118 164].

We derived a discretization of the surface integral in this section. We used the exact
Riemann solver (chapter |3]) to couple elements and include boundary conditions using a
nodal numerical flux.

4.1.5. Summary

Now we can put everything together by combining the volume discretization (equa-

tion (4.20)) with the surface discretization (equations (4.26)) to (4.28))). For a single

element, we arrive at the space-discretization of

g'l * * *
|| pMkl pqﬂlq“”Klgl +B pa 414 ‘J|Kgl+cpqﬂl ‘J’Klgl

«Lf f pLf *R Rfgh
-3 (sAaal ) = X0 (1A e, Eit)
feF feFm '
- > (|5f\Aq g klf>’
fefext
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Chapter 4. Discretization

which allows us to pre-compute most matrices. These are defined by equations ,
, and to . This results in a high-order discretization in space, where a
numerical flux couples elements. Boundary conditions are weakly enforced. Hence, the
DG discretization combines the high-polynomial order of finite element methods with
the numerical flux of finite volume methods [61].

4.2. ADER

In this section, we discuss the ADER time-stepping method, which is a predictor-corrector
scheme [156], (157, |159]. In the first step, the predictor evolves the PDE locally in one
element by expanding the numerical solution as a Taylor series in time. In the second
step, the corrector, we time-integrate our space discretization, which couples elements
through surface integrals, and insert the Taylor expansion. This results in a high-order
method in both space and time.

4.2.1. Cauchy-Kowalevski Procedure

The predictor gives us a solution of our PDE “in the small” [55], i.e., only considering
one element without its neighbors. [47] gives an overview of possible local predictors. For
linear problems without source terms, the most popular predictors lead to the same result.
This section follows the approach taken by [35], which develops the solution locally as
a Taylor series and computes time derivatives by manipulating the PDE directly. It is
called the Cauchy-Kowalevski procedure.

We begin by reminding ourselves of the order N Taylor-expansion of a vector-valued
function g in time, expanded around tg, which is given by

Yt —to) aiq(t)
T

q(t) = (4.35)

1=0

In our case, q is the solution of our PDE (equation ([2.29))). Hence, it is not trivial to
compute its time derivatives. Let us first look at the continuous case in one dimension.
We start with the PDE

oq dq
i A%. (4.36)
Differentiating by ¢ leads us to
0%q 0 dq
o oo
0 dq
= — (-4
Ox ot
9 9q. (4.37)
= —(-A(-4Z))
0%q
_ A2 7
=4 Ox?
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4.2. ADER

where we used the definition of the PDE (equation (4.36])) to replace the time derivative
of g with a space derivative. For derivatives of order 7, we arrive at
a_(yala
ot oxt
We can do the same thing for the discrete solution. As a detailed derivation can be
found in [35, |164], we only present a quick derivation. We follow the approach of [35].

The idea is the same that we demonstrated for the continuous case. First, we approximate
the ith time derivative of the discrete solution in our basis

aiqp
ott

(4.38)

~ Dj, ¢ (4.39)
where we use the numerical solution as the zeroth derivative

Dy, = q.- (4.40)
We use this to expand our degrees of freedom in time around t = ¢,

N .
(t—to)"

=0

similar to equation . This leaves us with the question: How can we compute the
coefficients of the time derivatives?

The first step is to consider our PDE in the reference coordinate frame. This can be
done by using the chain rule (equation ) and the element-local flux matrices (equa-

tion (4.19))), leading us to
09 _ _ x99 _ g0 _ x4

= . 4.42
ot 3 on o¢ ( )
Next, we differentiate in time recursively, arriving at
d'q 0 0 0\ 0" 'q
-=(-A"—=-B*—-C"— | —— 4.4
ot ( ¢ on ¢ ag> oti—1’ (4.43)

which gives us the solution for the ith order derivative in time. The second step is

expanding the derivative %ﬂ-,? in our basis
ot <_qu8§ - qu% - Cpqag) D (4.44)

Finally, in the third step, we compute the coefficient with a least-squares projection (equa-
tion (4.10])), resulting in

(/7_ D10k d£> Dlp ~ /7_¢k <_qu8£ — qu% — pq&?() Dql 1¢l dg. (4.45)
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Chapter 4. Discretization

Here, we recognize the mass and stiffness matrices. Simplifying, we arrive at the recursive
scheme
i _ € i1 1N ryi—1 ¢ 1

My Dy, = KlleZq An,+ Klkqu By, + K”gDZ Crgs (4.46)
which can be computed efficiently because the matrices can be pre-computed. Due to the
sparsity of the involved matrices, the coefficient vectors D? also become increasingly sparse
for higher order derivatives |15], which is unsurprising, as differentiating a polynomial
leads to a lower-order polynomial. SeisSol’s implementation automatically tunes the
kernels for the resulting sparsity pattern [166]. Finally, equations (4.41]) and (4.46|) allow
us to expand the numerical solution in time without considering neighboring elements.

4.2.2. One-Step Update

Now, we combine the Taylor expansion of the numerical solution with our space-
discretization (section to create a fully discrete high-order method. We consider a
time step between t = tg and t = t;. As we use an explicit time-stepping method, we
must adhere to the Courant-Friedrichs-Lewy (CFL) condition [22|. In our case, each
element has a time step size of

At < C(N)h(|Amax) 1, (4.47)
where h is the insphere of the tetrahedron and A™#* is the maximum eigenvalue of the flux
matrix (i.e., the fastest wave speed) [35]. The constant C(N) < (2N + 1)~! depends on
the polynomial order N. A necessary but not sufficient condition for it is given by the von
Neumann stability analysis conducted in [34]. Note that this stability analysis assumes
periodic boundary conditions and a simpler homogeneous advection PDE without any
sources. Hence, the time step size can be even more restricted in practice.

Integrating a Taylor series (equation ), expanded at t = t., between ty and t;
leads to

t N Vil 4 \i+l 9@
/ gty ~ 3 L= 1e) <¢+1()to fe) ?%Z (). (4.48)
to i=0 :

The time step size (equation (4.47))) can differ between elements due to their size or
material. Fortunately, the ADER scheme can handle this elegantly. First, we define the
function

tl _ t i+1 (tO _ te)i+1
(i41)!

D'(t,), (4.49)

Mz

th tl? te
=0

which integrates the coefficient of our discrete solution (equation (4.41))), which was
expanded in a Taylor series around the expansion point t., from time ¢t = ¢t to t = t9
in one element. This is the discrete equivalent of equation . The expansion point
te < t1 does not have to be identical to the start of the interval; however, we assume that
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[
)
T0
o

1 2 3

Figure 4.3.: Sub-intervals when integrating between times tg and ¢;. We assume that we
have the expansion points .. In this case, we need to consider three intervals.
The first is the integration of the series with expansion point ¢{ from ¢y to
t2, given by the function I(to,t2,¢$). The second integral is computed by
I(t2,13,2) and the third by I(t3,t1,t3).

erer e

the expansion point is before the start of the interval for reasons of causality. Due to the
aforementioned element-dependent time step size, we need to consider the case that we
have multiple Taylor series with different expansion points. For example, this can happen
when we compute the surface integral (equation ), which requires information from
neighboring elements with possibly different time step sizes.
We assume that the expansion points ¢! are ordered such that ¢/ < t:*!. The clamp
function
clamp(zx, a,b) = max(a, min(z, b)), (4.50)

gives the closest point to its input = that is in the interval [a,b]. We define a family of
intervals indexed by

(té,til) = (clamp(tz,to,tl),clamp(t’;rl,to,tl)) (4.51)

which gives us all partitions of our integration intervals with expansion points. The
function
t1

Tltot) = [ alant)dt = 31641 (452)

integrates the coefficient of our numerical solution between ty and t; using all available
expansion points. In practice, the integrals of intervals of length zero are not computed,
as they have a value of zero. Figure shows an example of the integration of an integral
that contains multiple expansion points. Analogously, we use J/ (to,t1) to denote the
integral of the solution of the neighboring element connected by the face f.

Next, we integrate equation from tg to t1, leading to

|J [ Mgy, (t1) = |J|Mriay,(to)
+ Ay Jiq(to, t)|J| Ky, + By, Jig(to, t1)|JIK ) + Cpy Tig(to, t)|J| K
* * h
— Z (\Sf!quLfﬁq(toil)F;ﬁf) - Z <|Sf\Apff$£(t0,t1)F£fg )

fer fFeFint
t1
* ~ R
-y (5f|Ap§f </ glq(T)d7‘> F,df>.
fe]:cxt to

(4.53)
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In this way, the time derivative of our coefficients vanishes, and we have achieved a fully
discrete one-step update that can compute the solution coefficients at time ¢;. This
requires the inversion of the mass matrix, but, as mentioned before, this is trivial because
it is diagonal.

We need to be careful with the nodal boundary condition in this framework. The
coefficients of the nodal boundary condition can depend on the time evolution of the
interior degrees of freedom. Additionally, some boundary conditions, for example, the
velocity inlet, prescribe time-dependent functions. Hence, in our ADER scheme, they
take the coefficients of the numerical solution, the coefficient of its derivative, and ¢ as
arguments. After the boundary condition has been computed in the time interval, we
have to integrate it in time between ¢y and ¢;. In the case of simple boundary conditions
that linearly depend on the interior values, we can directly define the integral of the
boundary values solely in terms of the time integral of the interior values.

Furthermore, dynamic earthquake rupture, as described in section [2.1.2] is implemented
as an interior boundary condition. This adds complexity, as the numerical flux is no
longer linear. Formally, the neighboring integral in equation requires the solution
of a Generalized Riemann Problem, i.e., solving a Riemann problem with piece-wise
polynomial initial data. For linear numerical fluxes, we can replace it with a standard
Riemann problem as the time integration and the Riemann solver commute in this
case. As non-linear fluxes are out of the scope of this thesis, we refer the interested
reader to [164, Sec. 3.3]. We can add a point source by using the formulation given by
equation EI), integrating it in time, and adding it to equation [72]E|

To summarize, combining the Cauchy-Kowalevski expansion with our DG discretization
leads to equation , a one-step update scheme with a high convergence order in time
and space.

4.3. Gravitational Free Surface

We introduced the gravitational boundary condition in section [3.4.1} However, we have
not yet discussed how we can compute it efficiently. Our fully discrete scheme, as stated
by equation , requires the integral of the boundary values. This section presents
a novel and efficient numerical scheme to integrate this boundary condition into our
numerical scheme. The scheme is inspired by the ADER framework outlined in section [4.2
We consider a time step from ty to t7.

We remind ourselves of the pressure at the boundary

P (x,y,2,t) = pogn(z,y,t)  atz=0 [2.38 revisited)

and the displacement

0
87;7 = v3(x,vy, 2, 1) at 2 =0 (2.89 revisited)

3Tt is not added to the predictor. This implementation style uses Godunov splitting, i.e., treating the
PDE and source term separately. It can lead to a lower convergence order in time. Nevertheless,
schemes of this type tend to work well in practice [95].

66



4.3. Gravitational Free Surface

Together with the boundary state

p* pgn ..
.= 3.56| revisited
(m) (v% +5 (0" - pgn)) ' )

this defines an ordinary differential equation (ODE) for n at the boundary, given by

on _

o = Vi =vr 4 (0" = pan) [B.57 revisited)

Z

As this is a linear ODE, we could solve it semi-analytically. This requires a time
integral of the numerical velocity UIL and pressure p~. Furthermore, as we need the time
integral of n, we would need to use a nested quadrature rule, which is computationally
expensive.

Another approach is integrating equation with a numerical ODE solver, for
example, a Runge-Kutta solver [97]. We can compute the integral of n (called H in the
following) by the ODE

OH

at _777

H=0 att=ty,
n=nmno att=to,

(4.54)

at the same time as computing 7 itself! We used this approach in our first implementation
of this boundary condition [79]. However, it is very expensive, as we need to compute
multiple Runge-Kutta stages for each time step. Each Runge-Kutta stage requires the
computation of the values of u” and p” at multiple times and the projection of these
variables at the boundary. A further downside is that this requires the implementation
(and verification) of a different ODE solver for each polynomial order to achieve an
economical scheme. Especially for high-orders (> 5), after the Butcher barrier has been
breached, the number of required stages grows faster than the achieved order [19].

In this work, we take an alternative approach and compute the boundary condition
with the ADER method. As we will see, this is not only truly of arbitrary order but
also much more efficient than the Runge-Kutta approach. We expand the solution of our
ODE as a Taylor-Series,

N . .
(t - 750)Z 8’77
t) = ——(t 4.55
a0~ 3 = S ), (1.5%)
1=0
similar to equation (4.35)). We obtain the coefficients as in equation (4.38]). Differentiating
equation (3.57)) in time, we arrive at

0%y B ovl 1 opt o On

0" _ovr 1 .0p” 456
o2 ~ ot Tz0ar ~Ma) (4.56)
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Iteratively differentiating results in

2%

o~

az’n - aivL l 8ipL B ai—177
ot ot Z ’

(4.57)

ot P9 g1

which is a simple recursive computation.

This algorithm requires the time derivatives of v{ and p’ evaluated at the beginning
of the time interval. They can be computed by the ADER scheme discussed earlier (equa-
tion ) As we use them for the time-stepping of our PDE, this requires no additional
effort. However, we need to project them from the three-dimensional modal basis to
the two-dimensional nodal face matrix, using the least-squares projection defined by
equation followed by the Vandermonde matrix given by equation . Note that
this is cheaper than projecting the numerical solution, as we require fewer coefficients to
store derivatives in our modal basis as they are of lower polynomial degree.

The expansion as a Taylor series has the advantage that it is trivial to compute the
integral of 7 over the time step, as we can use equation to integrate our series. We
also need to keep track of the new displacement at the end of the time step, which we
use as the initial displacement for the next time step. We can compute it by evaluating
the Taylor series (equation (4.55))) at ¢ = ¢;. The recursion (equation ) for the ith
derivative only depends on the coefficients of the (i — 1)th derivative. Hence, we do not
need to store all coefficients. Algorithm [I] shows a pseudo-code implementation of this
method, which computes the displacement and its integral simultaneously. For simplicity,
we assume that the current displacement is already given in the face-aligned basis. In
practice, most degrees of freedom are stored in the global coordinate system but can be

easily rotated using equation (3.12)).

In this section, we described a numerical scheme that computes both 7 and its integral
efficiently by expanding it as a Taylor series. This results in a high-order ODE solver
that reuses the derivatives of the numerical solution from the ADER time-stepping, as
described in section

4.4. Summary & Computational Aspects

We derived a fully discrete high-order ADER-DG method, resulting in the one-step
update given by equation (4.53). We split this into a two-step scheme involving the
predictor p and corrector ¢ update, resulting in

’J’Mklglp<t1) = "]’Mklg.lp<t0) + Prp + Cip- (4.58)
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Algorithm 1 ADER integration of the gravitational free surface boundary condition
from t = ty to t = t;. The displacement from the previous time step is 79 = 7(to),
and At = t; — tg is the size of the current time step. For i = 0,..., N, we use the
derivatives vectors D' to reconstruct the pressure and velocity. This is accomplished
by the function projectAndRotateDerivatives, which projects the derivative vector
of order ¢ at time t = ty to the face basis and rotates it to the face-aligned coordinate
system. For simplicity, we assume that the displacement and its integral are stored in
the face-aligned coordinate system. We use equation (4.57) to compute the coefﬁcients of

the Taylor series equation (4.55). The function returns both n(t1) and H = ft T)dr.
1: function COMPUTEDISPLACEMENT (10, p, g, Z, At, D)
2 e« no > Initialize previous coefficient
3 H + Atno > Initialize integral of n
4: fn1 > Constant factor in Taylor series for n
5: fo +— At > Constant factor in Taylor series for H
6 foriel...N+1do
7 fn At f}7 > Update constant factor in Taylor series for 7
8 o < ; +1 L fo > Update constant factor in Taylor series for H
9 8(;;1_1{1 fty? g;_lf ity © PROJECTANDROTATEDERIVATIVES(D?~1)

10: N 681;1_1{1 =t T % (g%_lf’“:t pgnfrev> > Evaluate equation (4.57]
11: et

12: n 1+ fone > Update n
13: H <+ H+ fgn > Update H

14: return n, H

The predict kernel first computes the Taylor expansion of the solution using equa-
tion (4.46)). Then, it computes the update

kp = Ay Tiglto, 1) T Ky + Biyy Tig(to, 1) [T K, + Cy T, 1) J| Ky

S (g nt) - 3 (51 ([ aorar) i), 0

fer feFext

consisting of the volume and local surface integrals. The correct kernel

. Rfgh
N R T o
fe]_'int

computes the contributions of the numerical flux from the neighbors. The predictor
requires only element-local data, and the corrector requires only data from the neighbors.
In SeisSol, we add p and ¢ directly to the vector of coefficients q once we compute the
updates, which avoids using additional storage. The resulting scheme is now a two-step
update. We will later discuss why this split is beneficial. In contrast to our ADER-DG
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scheme, a standard Runge-Kutta DG method requires a mesh traversal for each stage.
Hence, for higher orders, the ADER-DG method is more efficient.

As we iterate over our elements, we solve the Riemann problem twice for each interior
face. This can lead to better performance than iterating over the faces individually [85].
The friction law required for dynamic rupture faces can be expensive, and thus, it is only
computed once per face |168§].

We used and extended the ADER-DG implementation in the software SeisSol. It
achieves high efficiency by pre-computing all matrices and using the code generation
software YATeTo [166]. YATeTo maps the tensor expressions to general matrix mul-
tiplication (GEMM) kernels. As our matrices are small, SeisSol relies on optimized
backends such as LIBXSMM [59] or PSpaMM [172]. We refer the interested reader
to |164], which explains how the SeisSol implementation of the ADER-DG scheme can
be optimized and implemented with YATeTo. This framework was especially beneficial
for our implementation of algorithm [I| because it automatically inferred the sparsity of
the derivative coefficients.

We embedded the acoustic wave equation into the elastic wave equation, which allowed
us to use the same PDE. The physical interface conditions are included in the numerical
flux, as discussed in chapter However, this embedding leads to a computational
overhead.

In this chapter, we derived a one-step upgrade scheme for variable linear PDEs of the
form given by equation . We achieved a high order in space with the Discontinuous
Galerkin approach (section [4.1.3). Combining this with the ADER predictor-corrector
scheme gave us a scheme that is also high-order in time (section . Finally, we used
both components to derive a novel high-order scheme for the gravitational boundary

condition (section :
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Energy Stability

In this section, we prove the semi-discrete stability of the numerical scheme as outlined
in chapter [4| with the numerical flux discussed in chapter [3| for the acoustic wave equation
with gravity (section [2.2.2). We follow the approach of [50] and prove that our method is
Gustafsson-Kreiss-Sundstrom (GKS) stable or, more descriptively, energy stable. The
idea is that the norm of the numerical solution g(x,t) should not increase during the
simulation. We prove this by showing for all time ¢ that the energy rate

4l
aial 5.1
9 = (5.1)
does not increase, which implies that the norm || - || of the solution does not grow [175].

We define the physical energy, similar to equation (2.96)), as

1 1 1
E(q):/ ip'v-vda: —|—/ ﬁdeaﬁ- / 5pg772dS
Q. , Q So

kinetic energy  acoustic energy gravitatic?r?al energy

1 1 5.2
=/2(Pq)-q+/ P9’ dS (5:2)
Q So
1 1
= <2Pq, q> +<209n, n> :
Q So
where we used the matrix
+ 00 0
0 p 0 O
P = 00 p 0 (5.3)
0 0 0 p

and the shorthand notation (-,-)q for the interior product over the volume 2, which has
the boundary 9€2. The surface Sp C 9€) defines the ocean surface on which we apply the
gravitational free surface boundary condition. We use the shorthand notation (-, -)g_ for
inner products over this surface. Equation defines a norm of the extended solution
(g and 7), as it is a positive symmetric transformation of the solution.

The energy rate, i.e., the derivative of the energy (equation (5.2))), is given by

dF dq on
— (P — 4
% ( q, 8t>g+<pgn, 3t>so (5.4)
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which follows directly from the product rule.
The main result of this section is theorem [l

Theorem 1. Assuming exact integration, the numerical scheme described in chapters[J
andfor the acoustic wave equation with gravity is energy stable because the energy E(q)
18 MON-INCreasing as
9E(q)
ot

<0. (5.5)

Similar results have been proven in the literature: Uphoff proved the energy stability
for a DG discretization of the elastic part of the fully coupled model [164]. Wilcox,
Stadler, Burstedde, and Ghattas showed the stability for elastic-acoustic coupling for an
essentially identical Riemann solver [175]. Lotto and Dunham proved the energy stability
of a summation-by-parts finite difference discretization of a two-dimensional version of
the acoustic wave equation, including the gravitational boundary condition [97]. Hence,
we restrict this chapter to proving the stability of our DG discretization of the acoustic
part, including gravitational effects. To the best of our knowledge, this result is novel.

In the following, we will attack the problem in simple steps. We compute the energy
rate in section [5.1] and insert our discretization. Section [5.2] computes the energy flux
across all element interfaces and boundary conditions. We compute the gravitational
energy rate in section [5.3] Finally, section [5.4] completes the proof.

5.1. Energy

In this section, we derive the energy rate for our numerical flux. We use the hyperbolic
PDE

oq _ Oq Oq Oq -
5 = A(a:)ax B(x) Dy C(x) P ([2-29 revisited)

with the flux matrices defined by equation (2.82]). To simplify the notation, we denote
the flux matrices by (A, B, C) instead of (A?*¢, B2, C?°). In the same spirit, we use T
for the acoustic rotation matrix defined by equation .

The total energy for our problem is not conserved in the L? norm; however, when
ignoring boundary conditions, it is conserved in the norm defined by equation ,
which we motivated by considering the physical energy. There is an additional argument
in favor of this norm: The flux matrices must be symmetric to apply the energy method,
as seen in the discussion in [113]. As our flux matrices are not symmetric, we need to
symmetrize them. The products of the matrix P with the flux matrices

Ajj = (PA);; = (PA)j; = 0iadj1 + 102,
Bjj = (PB),;; = (PB);; = di30j1 + 61193, (5.6)
Cij = (PC),; = (PC);; = 61651 + 6i1dja,
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5.1. Energy

are symmetric and do not depend on the material parameters. In other words, the matrix
P simultaneously symmetrizes the flux matrices. With this, we can follow the approach
discussed in [77] and write our PDE in the form

oq Aaq Baq C@q

P(@)5, ot Ox oy a2z’

(5.7)

where the matrix P captures the (potentially) discontinuous coefficients and thus depends
on space. The flux matrices (A, B, C) of this modified form are symmetric and do not
depend on space. Equation defines a class of variable-coefficient hyperbolic PDEs for
which stability can be proven directly by applying the energy method [77]. In detail, their
energy (assuming dissipative homogeneous boundary conditions) is bounded in the norm
defined by the inner product (%Pq, q)T. We can interpret the energy <% pgn, n> So of the
sea surface as a weighted norm of the displacement that has the correct unit. We will use
the form equation in the following proof because it mirrors our implementation.
We split the energy rate (equation ([5.4])) into a sum over all tetrahedra 7 by writing

dF 0 0
== E Pq, 22 +( {pgn, 22 , (5.8)
dt — arn ot /g,
:agT _ 9EG
t - Ot

where the inner product (-, -);- denotes the inner product restricted to a tetrahedron 7.

We now ignore the product over the gravitational surface (%) and focus on the other

interfaces and boundary conditions.
We compute the weak form of the energy rate by inserting the PDE, given by equa-

tion ([2.29)), into equation ([5.8) and integrating by parts

0q dq dq dq
Pq,=}) =-(Pq Azl + B2
< T 6t>T ( R aywaz)

_(p%a 99 9q _ x
—(Pax7AQ>T+<P8y,Bq>T+<PaZ7CQ)T (Pq, f*)or
(5.9)

where we introduced the numerical flux fx* in the inner product on the tetrahedron’s
surface, which we denote by (-, -) 87’E| By integrating the volume term by parts again, we
arrive at the strong form

oq\ dq dq dq
(Pq7 875) (P Aa )T (P Ba >T <P Caz> (5.10)
+ <Pq7 f - f >6’Ta

with f = Aq, where we used the rotated flux matrix A defined by equation 1} The
name “strong form” comes from the strict smoothness assumptions on g [84]. This form

Equation l) is equivalent to using Pgq as a test function in equation l}
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Chapter 5. Energy Stability

has the attractive property that we can interpret the surface integral as a penalty term
that vanishes when q is continuous between elements.
Next, we consider the volume integrals in equation (5.9). We compute

(28, 20) -+ (20.50) + (P20.c2) -
“lazgta) (geda) «(geiia) o on
= T PB

(2. p0) (575, 0) (20, g) -

dq dq
= Pq, A— Pq, B— Pq . 14
< ¢ 3$>7+< ¢ 3y>7'+< Ca >T (514

They are now identical to the negative of the volume integrals of equation (5.10]).
We add the weak (equation (5.9))) and strong form (equation (5.10])) of the energy rate,
leading to

2 (Pq, ?;?Z)T = (Pq, f—2f")s7- (5.15)

This is a crucial step of our proof, as it eliminates the volume term, leaving us only with
the contributions from the faces. Dividing by two and inserting the fluxes, we arrive at

I

where q¢* is the solution of the Riemann problem as described in chapter [3, The matrix
P fulfills the rotational invariance property

P=T"1PT, (5.17)

which follows from a straightforward computation.

The remaining surface integral is expressed in the global coordinate system; however,
we described our Riemann solver (chapter [3]) in the face-aligned coordinate system. We
can rotate the surface integral with the manipulations

- (uralia-r),

q. PTAT! <1q _ q*>> (5.19)
2 oT

-
<T g, T'"PTAT ! (2 _q*>>a7' (5.20)
fomais-a),
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5.2. Energy Rate from Faces

Equation (5.19) follows from inserting the rotational invariance of the flux matrix, given
by lemma page , and equation from multiplying with the matrix 71,
which is valid because the rotation matrix is orthogonal, i.e., 7% = 7 ~!. In the final
step, equation , we inserted the rotated degrees of freedom (equation (3.13))) and
used the rotational invariance of the matrix P (equation ([5.17)).

To summarize, we have shown in this section that the energy contribution from any
tetrahedron only depends on the contribution of the surface integrals. Furthermore, we
can directly work in the face-aligned coordinate system.

5.2. Energy Rate from Faces

In this section, we discuss the contributions coming from the face integrals in more detail.
We switch the perspective: We split the contributions over tetrahedra in the previous
section; in this section, we consider the effect of the faces. This approach is more natural
as two elements contribute to an interior face. Thus, we can see how contributions
are balanced. For each pair of neighboring tetrahedra with indices m and n, we define
an interior face £ as their intersection. We must ensure that we include each face
only once and thus only consider faces with m < n. The exterior faces ™", indexed
by I = 0,..., are boundary faces. They intersect with exactly one tetrahedron. The
numbering of all faces is arbitrary and does not affect the overall analysis.

We again use the inner product notation (a, b)¢in: to denote the inner product over

the face £ . An interior face has an energy contribution of

in 1 ].
Efmﬁl — <q-'L7 PLAL (26L o q*>> _ <qR’ PRAR <2q~R o (j*>> , (522)
e e

which we get by summing the contributions of the tetrahedra 7, and 7,,, which are given
by equation [164]. Without loss of generality, we denote the element with index m
as the left (L) and the other with index R. The negative sign in equation comes
from the definition of the normal vector. The matrices P and A can differ on both sides
of the face. However, the product PA does not depend on the material parameters as
seen in equation ([5.6). Hence, it is identical for all elements.

The contribution of an exterior face is given by

ext ].
EST™ = <qL, pPLAL <2¢jL — q*>> . (5.23)
glext

In contrast to the interior faces, only one tetrahedron 7, contributes to this face. We
use the star states derived in section for the boundary faces. We are now ready to
summarize the contributions from all faces.

Interior faces After inserting the star state, given by equation (3.46)), into the energy
contribution of an interior face (equation ([5.22))), we arrive at

gint ZEZ R (ul — uR)2 + (p* —pR)2
_/g B ZL + ZR

ds < 0. (5.24)

int
mn
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Chapter 5. Energy Stability

For a smooth solution, the right and left sides are identical. In this case, the energy
contribution is zero.

Velocity inlet We insert equations (3.49) and (3.50) into equation (5.23)) and arrive at
the energy rate contribution for a velocity inlet

ES! :/g t Z (vi‘vf - (vlL)2> —ptuids (5.25)
l

which reduces to
BET0 = / ~Z(whH)?ds <o (5.26)
stxt

for the zero-velocity boundary condition, where we set v} = 0.

Pressure inlet We insert equations (3.52)) and (3.53)) into equation (5.23|) and arrive at

the energy contribution

Tl _ prpl N2
ng:/ _Ivr m e )y (5.27)
glext

VA

For the free surface condition, we set p* = 0. Hence, equation (5.27]) reduces to

_ LN\2
B = / - (pz) ds <o. (5.28)
glext

5.3. Energy Rate from Gravity

In the previous section, we discussed how to compute the energy flux across most boundary
conditions. We have not yet discussed how to compute the energy rate resulting from
the gravitational surface. This is more challenging, as acoustic energy converts to
gravitational energy and vice versa. Hence, to achieve an energy-stable scheme, we also
need to consider the energy captured on the surface.

We begin with the contribution from the boundary condition. By inserting the states

for the modified free surface condition (equations (3.55) and (3.56))) into equation (5.27)),

we arrive at a contribution of
L L\2
£9 p (»")
B = / pgn (Z - UlL) - ds, (5.29)

which may be positive.
Next, we look at the change in gravitational energy. We combine the definition of the
displacement

on _

ot vf = of + (PL — pgn) (3.57| revisited)

N[~
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with the gravitational energy rate

OEC < (977>
——={pm =) - (5.30)
ot ot/ g,

Focusing on one face of the gravitational surface, we arrive at a contribution of

22 92 Zol L
B :/ _ P = pgn(Zvy 417 4 (5.31)
Eext

Z )

which, similarly to equation , is not necessarily negative.

Finally, we look at the overall energy rate of the gravitational part of our system.
By adding the energy rate of the gravitational boundary face (equation ) and
equation , we get an overall energy rate for each gravitational face of

(ogn — p*)°

g g
B = B + BY = / AP g5 <o, (5.32)
g;syi(t Z

This is non-positive!

5.4. Proof

This section combines our partial results to prove that the energy rate for the acoustic
wave equation without source term and with free surface, zero-velocity, and gravitational
free surface boundary conditions is non-positive.

Proof of theorem[1. We collect all interior, zero velocity, free surface, and gravitational
faces in the sets £, £Y=0 £P=0 and £9. Then, by combining the results for interior
faces (equation (5.24))), zero-velocity (equation (5.26)) and free surface (equation (5.28))
boundary conditions, with the total gravitational energy contribution (equation ([5.32)),
we arrive at the total energy rate of

aE in v=
R R I
Eint, gt £y=0c£v=0
, (5.33)
I o
eP=Cegp=0 Ejecg9

which is non-positive because all contributions are non-positive. This proves theorem
O

The DG method is not strictly energy preserving because it weakly enforces the
boundary condition and the continuity between elements. The resulting energy dissipation
stabilizes the DG method [84]. To summarize, our numerical flux (chapter |3)) combined
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Chapter 5. Energy Stability

with the DG discretization (chapter 4)) leads to a numerical scheme for which we can
guarantee that the energy of the numerical solution cannot increase, assuming exact
time-integration. Therefore, our numerical scheme is semi-discrete stable. This result is
especially interesting for the gravitational boundary condition, as it reveals why we must
define 1 by equation , which requires solving an ODE: Other choices would lead to
an unstable method.
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Local Time-Stepping

As we use ADER-DG (chapter , an explicit numerical scheme, we must adhere to a
CFL-type (equation ) condition for the time step size. The standard method is to
use global time-stepping (GTS): It updates all elements together and uses the smallest
global time step size. While this works well for simple cases, in realistic scenarios, we
often have vastly different element sizes. We compute regions of interest with greater
detail and—to save computational costs—compute less relevant regions with a coarser
resolution. For example, we use elements with larger physical sizes to avoid spurious
reflections from our not perfectly absorbing boundary conditions. The solution in these
elements does not produce relevant outputs. Another reason for heterogeneous time
step sizes is that wave speeds vary spatially. For elastic-acoustic coupling, the wave
speeds in the fluid (e.g., for ocean water ¢ ~ 1.5kms™!) are far smaller than in the Earth
(e.g., in the crust ¢, ~ 6kms™1) [39]. We can avoid the latter issue to some extent by
adapting the element sizes to the wavelength of the medium [175]. A more significant
problem stems from the imperfectness of meshing software. When resolving intersections
between parts of the mesh, such as the fault and the ocean floor, meshing software can
create ill-shaped elements called slivers. Even a single sliver can drastically reduce the
time-to-solution 13!

But we can do better: We use local time-stepping (LTS), where elements are updated
with different time step sizes [37]. The ADER-DG scheme laid out in chapter {4 allows
us to use heterogeneous time step sizes directly. In this chapter, we explore an elegant,
performant, and robust implementation of local time-stepping for ADER-DG. As we
consider linear PDEs, the time step size depends only on the material parameters and
on the size of each element but not on the numerical solution. Hence, we only need to
consider static load balancing, which simplifies the algorithms.

We begin by explaining the overall structure of our local time-stepping scheme in
section[6.1] We use a clustered LTS method [13], which groups elements with similar time
step sizes in clusters that are updated together. Section follows with an explanation
of the necessary changes to the numerical scheme and the resulting constraints on the
updates. In section we describe a simplified algorithm that updates all elements.
We introduce an actor model, which combines a state machine, which keeps track of
each cluster’s state, with message passing, which explicitly manages the communication
between clusters and thus makes the information flow clearer. This abstraction allows us
to elegantly encode the scheduling constraints. In section 6.5} we describe how we can map
our numerical scheme, as described in chapter [, to our abstractions. Additionally, we
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briefly describe how we can add shared memory parallelism. We explain the distributed
memory parallelism in section Section combines everything to create an elegant
and stable scheduling algorithm optimized for parallelism. Finally, in section we
show how to automatically fine-tune the LTS clustering to decrease the time-to-solution.
We summarize the resulting numerical scheme in section

6.1. Clustered LTS

While it is possible to use a separate time step size for each element [37], this leads to a
complicated update scheduling, which is hard to parallelize. The theoretical speed-up,
which comes directly from reducing the number of total updates, is optimal, but the
practical speedup is not. Hence, this approach is not attractive for HPC applications.

Instead, we use the clustered LTS method developed in [13]. The idea is to use time
clusters: We update all elements in a cluster with the same time step, which is not
larger than the time step required by the CFL condition. Therefore, the resulting scheme
is stable but updates some elements more often than strictly required. Each element
should thus belong to the cluster with the highest possible time step size because this
reduces the computational cost. Let (At)min be the globally minimal time step size. We
consider a clustering strategy following [13] for which the ith cluster has a time step size
of 7(At)min, where » € N, 7 > 0 is the time step rate.

Consider, for example, a rate-2 scheme with three clusters and a minimum time step
size of (At)min = 0.25:

Cluster 0 has At = 2° (At)i, = 0.25 and a rate of 2°.
Cluster 1 has At = 2! (At)mi, = 0.5 and a rate of 21.
Cluster 2 has At =22 (At)min =1 and a rate of 22.

We note that cluster 0 has the smallest and cluster 2 has the largest time step. In this
case, all elements with a time step size between 0.25 and 0.5 belong to the zeroth cluster,
all elements with a time step between 0.5 and 1 belong to the first cluster, and all other
elements belong to the second cluster.

We use the constant A € (0.5,1.0]. For now, we assume that A = 1, but we will return
to this parameter later. The first cluster contains elements with time step sizes in the
interval

[/\(At)mim 2)‘(At)min) ; (61)

the second cluster has elements of size
[2A(A) min, 4NA)min) , (6.2)

and so on. We assume that we have m clusters. The last cluster can be open, meaning it
contains all elements with a time step size larger than the lower end of the last cluster,
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as done in [12]. Formally, we define the ith cluster as the cluster that collects elements
with time steps in the interval

22X A min, 27N A min)  if 4 —1,
Ci:{[ (At) (At)min) if i <m 63)

[Qi)\(At)min, oo) otherwise.

We call i the cluster id. Next, we define the operator clusterId that matches an element
with time step size At to a cluster. Formally, the function

clusterld(At) = argmin, {C; | At € C;}, (6.4)

returns the id i of the time cluster that contains the time step size At.
We assume that our clustering obeys the maximum difference invariance, which
tremendously simplifies our implementation by reducing the number of possible cases [13].

Definition 2. A clustering obeys the maximum difference invariance if for all elements [y
and all of its neighbors lo € N (1) we have that | clusterid(l;) — clusterid(l2)| < d, where
d is the mazimum allowed distance.

In our case, d =1 unless l; shares a dynamic rupture face with ls, in which case we
set d =0, as in [16§].

6.2. Numerical Considerations

As the previous section showed, setting up our LTS clustering is straightforward. However,
we must change the numerical scheme, including what data we store. As outlined in
section [4.4] we split our computations into predictor and corrector kernels. The predictor
is an element-local process. Hence, it requires only data from one element. The corrector
kernel requires time-integrated face data of the element’s neighbors in addition to its own
data. The neighbors may have different time step sizes, in which case the computations
involve data from multiple time steps. Our one-step update equation already
includes this. However, we must ensure that all required data is available before computing
a correction and that the predictor does not override any data necessary to correct other
clusters.

The predictor computes a Taylor expansion of the numerical solution in time, which is
then used by the corrector of this and all neighboring elements. As discussed earlier, the
function defined by equation allows us to integrate the degrees of freedom between
the beginning of a time step ¢y and its end #; by summing up a Taylor series.

To efficiently implement local time-stepping, we need to compute the data while keeping
the storage overhead as small as possible. In the following, we assume that our element
i has a time step size of (At); and that we have an r-rate scheme. We must consider
all neighbor elements k, which potentially have a different time step size than i, for the
data storage. We only need to differentiate three cases thanks to the maximum difference
invariance (definition [2)).

The first case is the simplest one. Both our element and the neighbor have the same
time step. In this case, both elements are in the GTS configuration. No additional data
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is needed to reconstruct the solution, as the neighbor k£ can directly use the integrated
quantities of our element ¢ for the correction step. However, the current element must
not overwrite its integrated quantities before the neighbor consumes them.

In the second case, the neighboring cell has a time step of 2(At), = (At);. Our element
i takes one time step for every r time steps that the neighbor takes. After we perform a
prediction, we must store the resulting derivatives in a buffer. The neighbor & then uses
these data to compute the integrated solution from the derivatives of i by evaluating
equation . Here, the neighbor must keep track of the expansion point of the Taylor
series, i.e., the time at which we evaluated the derivatives of ¢. Thus, the element ¢ must
not perform further predictions until the neighbor has consumed the derivatives.

In the third case, the neighboring element has a time step of r(At); = (At);. Our
element 7 takes r time steps for each time step of the neighbor k. In the prediction, our
element ¢ computes the integral of the solution over multiple time steps by summing
up the integrated solutions. The neighbor k directly uses these integrated values in its
correction step. Additionally, the element ¢ must reset its buffer every r time steps—after
ensuring that the neighbor has already consumed the data.

As we have seen in this section, while ADER-DG allows for local time-stepping without
extensive modifications, data dependencies introduce constraints for the scheduling of
the operations. The storage overhead is relatively small. If the elements have a different
time step size, we need to store a buffer for the derivatives of one time step or the
integral of the solution over multiple time steps. In some cases, for example, when we
have one neighbor with a smaller and one with a higher time step rate, we store the
derivatives and the integrated solution. We organize the data in our implementation
so that each element manages all data it generates. Furthermore, we always store the
volume data, even though the corrector only requires the solution at the faces. Thus,
each element only writes local data in the predictor step, reducing the necessary memory
transfer. However, we move the cost to the correction step, which accesses data from
other elements and must compute the face projection. If required, it must reconstruct
the integrated numerical solution from the derivatives.

6.3. The Time-Stepping Algorithm

In this section, we show a simplified version of our time-stepping algorithm. We assume
we have an arbitrary number of time clusters but do not use distributed memory
parallelization. We define a function advanceInTime that advances our simulation to the
next synchronization point t3¥"¢. Examples of synchronization points are the end of the
simulation or moments when we want to output data. At these points, all time clusters
must reach the same simulation time.

Algorithm [2| shows a possible implementation of advanceInTime. It is a simplified
version of the algorithm that we use in practice. The pseudocode does not define all
operations. Briefly, setSyncTime followed by reset primes the cluster to start the
time-stepping anew with the final goal of reaching the new synchronization time %7€,
The function act steps the cluster forward in time—but only if it is currently possible.
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Figure 6.1.: This figure shows how clusters are updated in a rate-2 LTS scheme with
three clusters. The left-most cluster has a rate of 4, the center of 2, and the
right-most of 1. Each panel shows all updates that are currently possible.
Rectangles with dashed borders correspond to planned updates. Solid borders
represent already finished updates. Unfilled boxes are predictions, and filled
boxes are corrections. Above each cluster, p and ¢ correspond to the number
of predictions and corrections, multiplied by the cluster’s rate, that the
cluster has computed after the planned updates have taken place. We can
interpret p,c as the simulation time in the unit of (At)min. For example,
in the first panel, each cluster may predict. In the second panel, only the
cluster with the smallest time step size can correct.
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Algorithm 2 Simple time-stepping algorithm using our local time-stepping method. We
update all clusters in the set C until ¢t = %1€,

1: function ADVANCEINTIMESIMPLE(C, t5Y"¢)
2: for cluster € C do
CLUSTER.SETSYNCTIME(t%"¢)
CLUSTER.RESET()

hasFinished < false
while —hasFinished do
hasFinished «+ true
for cluster € C do
CLUSTER.ACT()
10: hasFinished <« hasFinished A CLUSTER.SYNCED()

Hence, it needs to ensure that all required data for the update is available and that we
do not overwrite data before a neighboring cluster has used it. If the update is legal, act
computes it. Otherwise, act does not perform any action. Hence, this method abstracts
both the update and its scheduling. Finally, the method synced returns true if and only
if the cluster has reached the sync point at ¢ = ¢3¢,

To appreciate the simplicity of this algorithm, we invite the reader to compare it to the
original implementation of [13], which iteratively checks which clusters can be updated and
then schedules the updates manually. We will later arrive at a more complicated algorithm
necessitated by the parallelization strategy and resulting optimizations. However, the
spirit of the implementation stays the same.

6.4. The Actor Model

In this section, we set up our time cluster scheduling by defining the missing operations
from algorithm [2. Again, we restrict ourselves to the sequential case. The key difference
of our implementation to [13] is that we use a state machine approach. We introduce
the abstraction of an actor: An actor manages exactly one cluster. Every actor manages
its scheduling on its own. Thus, no global scheduling step is necessary. Actors commu-
nicate their status to their neighbors directly, resulting in a more robust and simpler
implementation compared to [13].
Each actor can be in exactly one of the following states:

Synced (S) This actor has reached the next synchronization point. It lies dormant until
a new synchronization point is set.

Predicted (P) The actor has computed a local prediction.
Corrected (C) The actor has computed a correction using information from its neighbors.

We also define a set of actions that an actor can perform. Correct and Predict perform
a correction and prediction, respectively. Sync moves an actor into the synchronized

84



6.4. The Actor Model

Sync | maySync() Correct | mayCorrect|()

Corrected
RestartAfterSync \rr-/Predict | mayPredict()

Figure 6.2.: The states (represented by nodes) are connected by actions (edges). Synced
is both the start and the only accepting state. Only legal actions are shown.
The notation for the edges reads as “Action | Requirement”. RestartAfter-
Sync can be considered as an action that is triggered from outside of the
cluster by the scheduler.

Predicted

state, which can be left by restarting it, as indicated by the Restart AfterSync action.
We define the Nothing pseudo-action for convenience: It does not do anything.

Figure shows by which actions a cluster can move from one state to another. This
diagram is already enough to eliminate a large category of possible bugs: For instance,
it is impossible to move from Predicted directly to Synced without passing through
Corrected. Furthermore, a prediction cannot follow another prediction but only a
correction.

However, as mentioned in section there are other constraints on the actions that
we need to consider. To keep track of these constraints, we introduce counters and
other state variables that keep track of each cluster’s progress. Each cluster (indexed by
i=0,...,m—1) has a time step rate of

(As); = r'. (6.5)

For example, if we have a rate-2 LTS scheme with a minimum time step size of 1/2 and
our cluster has a time step size of 1, it has a cluster index of ¢ = 1 and thus a rate of
(As); = 2%, Hence, each cluster measures its progress by the number of time steps that
the cluster with the smallest time step would have needed. This allows us a simpler
notation because we can compare the progress of clusters directly, even if they have a
different time step size. Each cluster i counts the predictions s¥ and corrections s¢ since
the last synchronization point. The variable s{ counts the total number of corrections
until the next synchronization point. We reset this counter after each synchronization
point. It is computed for a cluster i by

tsync _ tsync
"w , (6.6)

= |

where t;; " is the time of the nth synchronization point, (At); is time step size of the
cluster and [-] denotes the ceiling functionE] This is the only part of the scheduling that

directly depends on the simulation time. Furthermore, we store the last correction time in

!This can lead to some time steps with a time step size of zero. However, this simplifies the implementation
drastically and does not lead to significant overhead for typical simulations.
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the counter ¢{. It is needed for the computation of integrals and for other time-dependent
kernels.
The counter
si = max (s; + (As);, s7) (6.7)

gives the number of corrections that the ith cluster has computed after it has completed
the next correction. From this, we can extract the adjusted time step rate

(As), = max (s} — 5§, (As);), (6.8)
which is the maximum time step rate such that the cluster ¢ does not step over the next
sync point.

Each cluster stores these counters for itself but also keeps “shadow counters” that
keep track of the state of its immediate neighbors. We denote these by an underbar.
For example, the shadow counter of s{ is denoted by sf. We simplify our notation by
assuming that each cluster stores all relevant counters in the tuple ;. Furthermore,
we often drop the underbar whenever we do not need to differentiate between real and
shadow counters.

We define Boolean functions that evaluate the necessary conditions to change into a
new state. They only depend on §2;. We consider a cluster ¢ with neighbors with indices
k € N;. The function

maySync(Q)) = s§ > s§ (6.9)

checks whether we have reached the next synchronization point. This is the case if the
number of corrections we performed is at least equal to the number of steps until a
synchronization point. The function

—maySync(Q) A sV < argmingen. sp if [N > 0,

mayPredict(2) = { (6.10)

- maySync(£2) else,

checks whether we can compute a local prediction. If the cluster has no neighbors, this
is always the case. Otherwise, the cluster needs to ensure that it has not predicted
past the next correction time of all neighbors. This avoids overwriting data that a
neighboring cluster requires. Furthermore, we only allow a prediction if we are not yet
past a synchronization point. The function

mayCorrect(Q) =Vk € N : (s? > sh) v (s) < sb) (6.11)

verifies that we can perform a correction. The first condition checks that we have
predicted at least as far as all neighbors k. The second condition considers the case
that the neighbor has predicted to the next synchronization point. If at least one of
these criteria is fulfilled for all neighbors, we can safely correct as all necessary data are
available.

Again, note that we stated all criteria in terms of the number of time steps instead of the
absolute simulation time. The latter method was used in the original implementation [13].
It can lead to problems due to floating point inaccuracies, especially when we have
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Algorithm 3 Function that returns the next legal action of a cluster. The tuple € stores
the counters for the current cluster and all relevant neighbors. If no action is legal, it
returns Nothing. The action Restart AfterSync is triggered when the scheduler resets
the counter sf.

1: function GETNEXTLEGALACTION((2)

2 PROCESSMESSAGES() > Update shadow states
3 switch state do

4 case Corrected

5: if MAYSYNC(Q2) then

6 return Sync

7 else if MAYPREDICT(S?) then

8 return Predict

9 case Predicted

10: if MAYCORRECT((?) then

11: return Correct

12: case Synced

13: if s =0 then > Check if this is the first step after sync point
14: return Restart AfterSync

15: return Nothing > No action is legal currently

many clusters (leading to a high maximal rate) and a small minimal time step size. In
contrast, the only place where the simulation time is taken directly into account in our
scheduling method is for handling synchronization points. This is natural and necessary
because synchronization points are defined with respect to the simulation time and not
the number of time steps.

With these definitions, writing a function that returns the next legal action is trivial.
Algorithm [3] defines such a function. Only a maximum of one action is legal at any time.
Otherwise, the algorithm would not be deterministic. Here, Nothing is treated as a
pseudo-action: It is a signal that no action is legal at this moment.

The action is then performed by unsafePerformAction, as illustrated in algorithm
The functions enterCorrected and enterPredicted, defined in algorithm [5| are called
before the cluster enters the Corrected or Predicted state, respectively. For now, we
treat the concrete implementation of the functions predict and correct, which perform
the actual computations, as black boxes.

We described the necessary state transitions but have not clarified how to update €.
The local part of €2;, i.e., the part that describes the progress of the current cluster, is
updated after we compute a correction or prediction. The shadow counters that track
the state of the neighboring clusters are updated via message passing. This has the
advantage that we directly model the flow of information between clusters. We must
ensure that each cluster updates its shadow states before deciding on the next action.

Due to the maximum invariance property (definition , each cluster is only connected
to a maximum of two other clusters whose time step size differs by a factor of exactly

87



Chapter 6. Local Time-Stepping

Algorithm 4 A function that performs one action of one cluster. The naming unsafe
indicates that it does not verify that the action is legal. The functions enterCorrected
and enterPredicted are defined by algorithm The function start initializes the
cluster.
function UNSAFEPERFORMACTION(action, 2)
switch action do
case Correct
ENTERCORRECTED()
state <— Corrected
case Predict
ENTERPREDICTED()
state < Predicted
case Sync
state < Sync

case RestartAfterSync
START()
state < Corrected

r. This is shown by figure We implement the message passing by using message
queues. Each cluster manages one queue per neighbor. Consider, for example, the cluster
with id ¢ = 2 that is connected to clusters 1 and 3. Cluster 2 maintains a queue for
incoming messages from cluster 1 and cluster 3. It also holds a reference to the incoming
queues of cluster 1 and 3. From the perspective of cluster 2, these are called outgoing
queues. Hence, for each pair of connected clusters, we have two queues. As clusters hold
a reference to the queues of their neighbors, they can directly push messages to them.

We define Boolean functions that determine whether we should send a message. These
functions are evaluated for each neighbor k after we have updated the local parts of €2;.
A cluster ¢ sends a message to a neighbor k if

justBeforeSync(Q, i) = s > s
maySendMessagePrediction(€, 7, k) = justBeforeSync(€2,4) V s > s}, (6.12)
maySendMessageCorrection(£, i, k) = justBeforeSync(2,4) V s{ > s}.

Each message consists of a tag and an update for the shadow counters. Possible tags
are AdvancedPrediction and AdvancedCorrection, sent after a successful prediction
and correction, respectively. Algorithm [6] processes incoming messages. The methods
handleAdvancedCorrectionMessage and handleAdvancedPredictionMessage can be
used to update the internal states when receiving a message from a neighbor. As updated
counters often result in new legal actions, updating the shadow counters as quickly
as possible is crucial for good performance. Hence, before evaluating the transition
conditions, we process all messages in line [2] of algorithm

With these ingredients, we can finally state algorithm [7], which updates a cluster if
possible. This method has only two self-explanatory lines: First, find the legal action.
Second, the function unsafePerformAction, defined by algorithm 4 performs this action.
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Algorithm 5 The functions enterCorrected and enterPredicted perform an action,
update the local part of €2, and send messages to all neighboring clusters. The func-
tions maySendAdvancedCorrectionMessage and maySendAdvancedPredictionMessage
are defined by equation . The functions correct and predict compute a correction
or prediction, respectively. The functions sendAdvancedCorrectionMessage(k, s¢, tf)
and sendAdvancedPredictionMessage(k, s”) send a message to the message queue of
the cluster with index k. Note that we send the last correction time but do not send the
last prediction time, as it is not required by our algorithm. The message contains the

updated counter. We define all functions for a cluster with index 3.

function ENTERCORRECTED(S2, 7)
CORRECT()
5§« s¢ 4 (As);
1« t¢ + (At);
for k € N; do
if MAYSENDADVANCEDCORRECTIONMESSAGE((;, 1, k) then
SENDADVANCEDCORRECTIONMESSAGE(K, s§, t5)

190 g
function ENTERPREDICED((2, 7)
PREDICT()
s« s+ (As);
for k € N do
if MAYSENDADVANCEDPREDICTIONMESSAGE(SY;, 4, k) then
SENDADVANCEDPREDICTIONMESSAGE(K, s)

We have seen how we can describe our state machine algorithmically. Now, we briefly
describe how it could be formalized. It is convenient to describe our framework as a state
machine. However, state machines typically do not provide strong enough abstractions to
be used as a model for complex algorithms where the state transitions depend on multiple
factors. We take inspiration from the state chart framework introduced in [53], which
extends the finite state machine approach for event-driven algorithms. Our notation
deviates from the state chart formalism and follows the standard notation of finite state
machines with minor additions. Thus, our notation follows mostly the standard notation
for state machines, described, for example, in [142]. The set of actions corresponding to
the state machine’s alphabet is given by

Y. = {RestartAfterSync, Sync, Predict, Correct } (6.13)

and the set of states as
S = {Synced, Corrected, Predicted}. (6.14)

The initial state is so = Synced and the set of accepting states is F = {Synced}.
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Algorithm 6 A function that processes messages and updates {2 accordingly. Here, we
marked the shadow counters, i.e., a counter for a neighbor that needs to be manually
synchronized, with an underbar. For example, s} is the shadow counter for sf. We
assume that the message variable is an object that contains counter updates.

function PROCESSMESSAGES({2)
for k € N; do
if K.INBOX.HASMESSAGES() then
message < k.inbox.pop() > Get a message from message queue
switch typeof(message) do
case AdvancedPredictionMessage
sp < message.s},
HANDLEADVANCEDPREDICTIONMESSAGE(k, message)
case AdvancedCorrectionMessage
tf < message.t],
87 < message.sj,
HANDLEADVANCEDCORRECTIONMESSAGE(k, message)

Figure 6.3.: Connection between clusters when we do not use a distributed memory
parallelization. The nodes represent clusters. The node labels correspond
to the clusters, e.g., “CO-I" is the zeroth cluster, which is connected to the
first but not the second cluster. A cluster only communicates with clusters
that are directly connected to it. Hence, it does not use data from other
clusters and does not need to consider other clusters for its scheduling. This
directly reveals that our LTS scheme only requires local constraints and local
communication.

Furthermore, we define the higher-order function

enterSync if s = Synced,
e(s) = | enterCorrect if s = Corrected, (6.15)
enterPredict if s = Predicted,

that maps a state s € S to a function. Whenever we enter a state s, we evaluate the
function returned by e(s). The function should be considered a non-pure function, i.e.,
it is allowed to perform arbitrary side effects, including, but not limited to, updating
the state of the cluster. This extension was also introduced in [53]. We define the
state-transition function ¢ : S x 2 — ¥ that, given a state and cluster status description
), returns the next state for this cluster. We can define this implicitly by looking at
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Algorithm 7 Function that moves one time cluster forward in time. It is always safe
to call it, as it checks which action is legal. If no action is legal, the function does not
perform any action.

1: function ACT()
2: nextAction < GETNEXTLEGALACTION((2)
3: UNSAFEPERFORMACTION (nextAction)

figure [6.2] or more concretely, as

d(Synced, Q) = {Corrected if restartAfterSync(),

Synced if maySync(£2),

. . . (6.16)
Predicted if mayPredict(€2),

d(Corrected, Q) = {

d(Predicted, Q) = {Corrected if mayCorrect(£2).

It is a partial function because, sometimes, no action is legal. Re-entering a state is illegal
as we omitted the Nothing action. Hence, the resulting state graph is deterministic:
Only up to one action is legal at any point. Finally, we can define the state machine
describing one cluster with the tuple (S, X, d, s, F, €), which is identical to a standard
state machine description with two significant differences: First, the state-transition
function § depends on the state of the cluster. Second, the description contains the
function e responsible for the side effects.

To summarize, the actor model combines state machines with message passing to
manage the states of the clusters.

6.5. Computations & Shared Memory Parallelization

We have discussed under which conditions we can move between states. In this section,
we finally discuss how we perform the actual computations.

As mentioned before, algorithm [6] calls the methods handleAdvancedCorrectionMes-
sage and handleAdvancedPredictionMessage whenever an actor receives a message
that a neighboring cluster has finished a correction or prediction. For a correction
message, a cluster does not need to do anything. Whenever the cluster ¢ receives a
prediction message from a neighbor & with a higher time step rate, it must store k’s
last correction time ¢} in the shadow counter tf. As k has a higher time step rate, it
provides the coefficients of the Taylor series of its solution. The coefficients are given
by the derivative of the solution of k, evaluated at ¢7. The cluster i must integrate the
numerical solution of all elements in the cluster k with equation , which requires
the expansion time of the Taylor series.

We compute the kernels in the methods correct and predict. The implementation
follows the description in section [4.4l As discussed, our computations are grouped in
two mesh traversals. In our implementation, which follows the strategy outlined in |13
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168], we parallelize on this level: We update the clusters sequentially and execute the
correction and prediction kernels separately. Each mesh traversal is parallelized using
OpenMP [23], requiring a single #pragma omp parallel for for each loop.

The method predict computes the prediction kernel, which consists of using ADER to
expand the solution as a Taylor series in time (equation (4.46))), and local updates (equa-
tion (4.59)). The method correct performs the correction, which consists of solving
the Riemann problem between the current element and all of its neighbors on their
time-integrated data (equation ) Hence, the neighbor may need to integrate the
Taylor series to reconstruct the time-integrated data if they are not already available.
Thus, we only need to store derivatives if a neighboring cluster requires them. In the
corrector, we also consider faces with a dynamic rupture boundary condition, as described
in [168]. For details about how we store the data, refer to section and the description
in [13] 164].

Finally, we note that the actor model would allow for another level of parallelism: We
could execute actors in parallel, which would require adding mutexes in the message
queues and using a parallelism framework that supports nested parallelism. As the
naive approach leads to good performance for most scenarios, we restrict ourselves to
parallelism on the kernel level.

6.6. Distributed Memory Parallelization

Up to this point, we only discussed the shared memory case. In this section, we describe
how we can extend our LTS scheme with distributed memory parallelization. We subdivide
our mesh and distribute the work over multiple ranks. Each rank thus handles a subset
of the data. We manually synchronize data between ranks by explicit message passing,
using the Message Passing Interface (MPI) |[109]. The resulting data dependencies are
more complex and require modifying our scheme.

For this, we introduce the abstraction of ghost clusters (section [6.6.1]). We discuss in
section how we can use them to enable MPI progression. Finally, in section [6.6.3]
we briefly describe the challenges generated by elements with a dynamic rupture boundary
condition.

6.6.1. Ghost Clusters

For the distributed memory parallelization, we further partition each actor. We divide
them into three layers:

Interior (1) These clusters contain all elements for which all neighbors are on the same
MPI rank.

Copy (C) These clusters contain all elements for which at least one neighbor is on

another MPI rank. We duplicate elements with neighbors on multiple ranks once
per neighboring rank [13], simplifying our implementation.
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Algorithm 8 Functions for the ghost clusters. Calls that are defined by the superclass
AbstractTimeCluster are prefixed by super: :. The functions receiveGhostLayer and
sendCopyLayer create all necessary asynchronous receives and sends and push them to
the respective message queues.

function AcT(Q)
TESTFORGHOSTLAYERRECEIVES(Q?)
TESTFORCOPYLAYERSENDS(2)
return SUPER::ACT(2)

function START(Q?)

RECEIVEGHOSTLAYER()
function PREDICT() > Do nothing
function CORRECT() > Do nothing

function MAYCORRECT((2)
return TESTFORCOPYLAYERSENDS() A SUPER::MAYCORRECT(f2)
function MAYPREDICT(2)
return TESTFORGHOSTLAYERRECEIVES() A SUPER::MAYPREDICT(2)
function MAYSYNC(Q)
return TESTFORCOPYLAYERSENDS() A TESTFORGHOSTLAYERRECEIVERS() A
SUPER::MAYSYNC(2)

function HANDLEADVANCEDPREDICTIONTIMEMESSAGE(k, message)

SENDCOPYLAYER() > To all relevant MPI neighbors
function HANDLEADVANCEDCORRECTIONTIMEMESSAGE(k,message)
54— 85 > Number of corrections after next correction
if state = Predicted then
5 ¢ s
if s <s; then > Avoid sending duplicate receive before sync point
RECEIVEGHOSTLAYER() > From all relevant MPI neighbors

function TESTFORGHOSTLAYERRECEIVES(?)

return TESTQUEUE(receiveQueue)
function TESTFORCOPYLAYERSENDS(2)

return TESTQUEUE(sendQueue)
function TESTQUEUE(queue)

for request € queue do

if MPI_TEST(request) then > Check if request is finished
REMOVE(queue, request)

return EMPTY(queue)
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Figure 6.4.: Connection between clusters for the distributed memory parallelization.
Actors are represented by nodes. Their labels begin with the character ‘C’,
followed by the cluster id. They end with a suffix, which can be either ‘I,
‘C’, or ‘G’ for interior, copy, or ghost layers. For instance, the label “C2-C”
refers to the copy cluster with the id 2.

Ghost (G) These clusters are located on neighboring ranks. They do not perform any
computations but rather synchronize with other ranks by sending and receiving
data required for computations.

It is important to discuss how these actors are connected. For a visual explanation, refer
to figure We give each cluster a name of the format “Ci—[I|C|G]”, where i is the
cluster id. The suffixes I, C, and G denote interior, copy, and ghost clusters. All interior
and copy clusters are connected to all interior and copy clusters with an id that differs
by at most one. Due to the maximum difference property (definition , no further data
are required. The ghost clusters are only connected to copy clusters of the same rate but
not to any interior cluster, as no element in the ghost cluster is next to an element in
the interior cluster. No other clusters are connected. Hence, it is directly visible that
communication and scheduling are strictly local. If we have only one MPI rank, the copy
and ghost clusters are empty, and the cluster connections essentially reduce to the simpler
version shown by figure We include these empty clusters in our implementation;
however, this does not add much overhead as they do not perform any computations.

Furthermore, we duplicate the counters that we introduced for the LTS scheduling. We
introduce the additional index [ € {int, copy, ghost}. For example, in the sequential case,
the counter s counted the predictions for the cluster with id i. Now, for the distributed
parallelism case, the cluster ¢ is split into the interior cluster C'i—1I with counter ant,i the
copy cluster C'i—C' with S{:)Opy,i’ and the ghost cluster Ci—G with Sghost,i' We summarize
the counters in the set ;. The sets C"*,C°PY, and C8%' contain all interior, copy,
and ghost clusters, respectively. Hence, the set of all clusters C = C™ U CPY U C8Most js
defined as their union.

We are now ready to reap the rewards from our modeling: Both interior and copy
clusters follow the same logic and implementation outlined before! Due to their different
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AbstractTimeCluster

#state : ActorState
#ct : ClusterTimes

#neighbors : vector<NeighborCluster>

#mayPredict() : bool
#mayCorrect() : bool
#maySync() : bool
#processMessages()
#predict()
#correct()

#start()

: NeighborCluster)

: NeighborCluster)
+getNextLegal Action()
+act()

+synced() : bool
+reset()

#handleAdvancedPredictionMessage(neigh
#handleAdvancedCorrectionMessage(neigh

#unsafePerformAction(action: actorAction)

+setSyncTime(syncTime :

double)

/4

\

TimeCluster

GhostTimeCluster

- data : SimulationData
- lastSubTime : double

#predict()

#correct()
#handleAdvancedPredictionMessage(neigh

: NeighborCluster)
#handleAdvancedCorrectionMessage(neigh :
NeighborCluster)

-meshStructure : MeshStructure
-sendQueue : queue<Request>
-receiveQueue : queue<Request>

-testForCopyLayerSends() : bool
-testForGhostLayerReceives() : bool
#mayPredict() : bool

#mayCorrect() : bool

#maySync() : bool

#start()
#handleAdvancedPredictionMessage(neigh
: NeighborCluster)
#handleAdvancedCorrectionMessage(neigh
: NeighborCluster)

+act()

Figure 6.5.: UML class diagram that shows the structure of the TimeCluster and Ghost-
TimeCluster classes, which inherit their functionality from the superclass
AbstractTimeCluster. The attribute ct stores the local counters (£2), and
the vector neighbors contains the shadow counters for neighboring clusters
and the message queues. The variable data is a placeholder for the simulation
data (e.g., the numerical solution and buffers required by LTS), and the
variable meshStructure stores how neighboring ranks are connected. We
assume the abstract superclass provides empty implementations for methods
such as predict and correct. Note that both subclasses share the logic for
act. Hence, they follow the same state machine. Note that the ghost time
cluster tests for sends and receives in act to ensure MPI progression.
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purpose, only the ghost clusters use a slightly different logic. However, the overall
structure, as shown in figure stays the same. Thus, the same state diagram describes
interior, copy, and ghost clusters, simplifying the implementation. Figure [6.5] shows how
we can describe this abstraction in an object-oriented manner. We define the superclass
AbstractTimeCluster, which has two implementations: The class TimeCluster is used
for both interior and copy clusters; the class GhostTimeCluster is used for ghost clusters.
The superclass provides an implementation of the counters and the scheduling, as described
in algorithms 3| to [/} The inheritance-based approach clarifies that both cluster types
follow the same state machine. However, some methods are different. We describe the
methods of the ghost time clusters in algorithm [§. As the ghost clusters do not perform
any computations, the methods for predict and correct are trivial: Both do nothing.
The method start posts the initial receive for the ghost layer. The entire logic happens
after receiving a message. As the only neighbor of a ghost cluster is a single copy cluster,
any message directly corresponds to an update of the copy cluster. When the ghost cluster
receives an AdvancedPrediction message, it sends the prediction of the connected copy
layer to all relevant MPI neighbors. The logic for an AdvancedCorrection message is
slightly more complicated. For this, the cluster posts a receive for the ghost layer but only
if the next correction does not lead us to a synchronization point. At synchronization
points, start is called again, which would create a duplicate receive. Furthermore, if the
synchronization point marks the end of the simulation, this avoids a dangling receive.

We use non-blocking communication methods to hide the communication behind the
computations. For example, we compute the prediction of a copy cluster, which sends
an AdvancedPredictionTimeMessage to the corresponding ghost cluster. We can then
compute a prediction or correction (if available) of another interior or copy cluster. At
some point, the ghost cluster uses processMessages, and after processing the incoming
message, it sends the new prediction to a neighboring MPI rank. As send and receives
are now asynchronous, they do not block but rather create a Request object that is put
into a message queue. Each ghost cluster has two queues, one for its receives and one
for its sends. The methods mayPredict and mayCorrect have the additional constraint
that the queues for sends and receives are empty, respectively. We require both queues
to be empty for maySync. These requirements again stem from the idea that we must
not overwrite data that is still required by another operation.

6.6.2. MPI Progression

Using asynchronous message passing is crucial to achieving good performance on modern
HPC systems. However, most standard MPI runtimes only transfer data whenever an
MPI operation is called. This lack of progression can lead to higher communication delays
when using asynchronous requests. Hence, deliberately calling MPI operations can be
helpful to ensure communication progress. In our case, we enhance the method act of our
ghost clusters by running testForGhostLayerReceives and testForCopyLayerSends
on both queues to facilitate a quick MPI progression by calling MPI_Test. Furthermore,
the methods mayCorrect and mayPredict also test for sends and receive, respectively.
For example, the issue of MPI progression is discussed in [31} |65], which evaluate
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using a dedicated communication thread for MPI progression. Multiple studies |13, [168]
demonstrated that this improves the performance of SeisSol. Hence, we want to add
this to our LTS framework. We introduce the abstraction of a communication manager,
whose interface is described by an AbstractCommunicationManager. A communication
manager contains all ghost clusters in an array. It has a private method poll which checks
for updates. Its implementation is trivial and reveals the elegance of our abstraction
model: It simply calls the method act of each ghost cluster, which checks the status
of the pending receives and sends and thus leads to MPI progression. The abstract
communication manager defines the public method progression, which the application
can call to indicate that an MPI progression should be done. However, it should be
considered a hint, as it may or may not perform this progression directly.

We introduce two different communication strategies: serial and threaded. In the serial
case, we use the SerialCommunicationManager. Its progression method calls poll
directly, thus ensuring communication.

In the parallel case, we use the ThreadedCommunicationManager. Its progression
method does nothing. Here, progression is realized by a separate communication thread
that calls poll in an infinite loop. While both variants guarantee that the communi-
cation progresses eventually, the threaded version does this quicker and even during
computations.

6.6.3. Dynamic Rupture

The dynamic rupture (DR) boundary condition involves the computation of a friction
law (equation ), which requires information from two adjacent faces. We compute
it by iterating over all relevant faces. As described in [164, 168], the faces with a dynamic
rupture boundary condition are partitioned into copy and interior layers. To avoid
confusion, we use the names DR~copy and DR~interior when referring to the partitions of
the DR faces. Faces belong to the DR~interior layer if they connect two elements that
are in a copy or interior layer. Otherwise, they belong to the DR-copy layer. We can
compute the DR~interior before receiving data for the ghost layer. Only the DR-copy
layer faces depend on data from neighboring MPI ranks. We require only the DR-interior
faces to compute a correction for an interior cluster but require both DR-interior and
DR-copy faces to compute a correction for a copy cluster. However, we only want to
compute the friction law for the DR-interior faces once. Additionally, we sometimes want
to compute information for the fault output, which requires data from the friction law
computation of both DR-interior and DR~copy faces.

To introduce these constraints, we use a DynamicRuptureScheduler. Each pair of
interior and copy clusters with the same cluster id share one scheduler. We keep track of
three counters for each pair with cluster id i. We note the last number of correction steps
for which the dynamic rupture elements were computed for the interior part (s?rftyi) and

the copy layer (sggpy7i). Finally, we use the counter S?r’f to keep track of the last number

of corrections for which the fault output was written. Again, to simplify the notation, we
include the DR counters in the state € ;, where interior and copy clusters with the id ¢
share the same counters. With these counters, the constraints can be formalized by the
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functions
mayComputelnterior(€; ;) = sj; > sﬂfm, (6.17)
mayComputeFaultOutput($;;) = sj; = sflrft’i Nspp= sgépy’i Nspi> S?T’f, (6.18)

where [ € {copy,int} is an index for the layer type. We compute the DR-interior faces
before a correction whenever mayComputeInterior is true. Additionally, we compute
the DR-copy faces before every copy layer correction. The fault output is computed
whenever mayComputeFaultOutput is true.

Alternatively, we could include the dynamic rupture constraints in mayPredict and
mayCorrect. However, we would then need to strictly order copy and interior updates,
which our approach avoids because it allows updating copy and interior clusters in any
order, which gives us more scheduling flexibility.

6.7. Scheduling

We already discussed the time-stepping loop in section where we arrived at algorithm 2]
However, we introduced a distributed memory parallelization scheme for which we split
each cluster into interior and copy parts. When should we update each cluster?

First, we consider why the order of updates is irrelevant for the shared memory case.
We have to compute all predictions and corrections for every time step for every cluster,
which is obvious even without considering cluster dependencies. If we skip a time step,
we do not arrive at the correct solution. Furthermore, the dependencies are structured
such that it is impossible to reach a state where no action is legal for any cluster. And,
by construction, it is always possible to execute a legal action without reaching an illegal
state. Hence, the order of updates does not matter for the shared memory case.

The same is true to a limited degree when considering distributed memory communi-
cation. In whichever order we execute the actions, we are guaranteed to reach the end
of the simulation. However, the order in which we process the clusters is essential for
good performance, as sending data to neighboring ranks comes with a latency. Without
taking special care, this latency could dominate the cost of the actual computations!

Here, we follow the ideas introduced by [13]. We want to hide the communication
behind the computation, i.e., we want to keep updating clusters while other clusters
wait to send or receive data. We can do this by computing the copy layers first, as they
contain all data required by neighboring ranks. Furthermore, we prefer the computation
of predictions, as they generate data neighbors require. We prefer clusters with a smaller
time step rate, as they require more time steps in total and are thus executed more
often. Note that as long as we manage to keep performing computations without blocking
for sending or receiving neighboring data, the actual order of updates does not matter.
This results in algorithm [9] which performs the same task as algorithm 2 but is more
efficient. We first compute all available copy layer predictions, followed by all available
copy layer corrections. Next, we compute up to one interior prediction, followed by up to
one interior correction. We call the progression method of the communication manager
to ensure MPI progression.
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Algorithm 9 Function to move clusters forward in time until the synchronization point
¢, It executes the same kernels as algorithm [2] but with a scheduling that is better
suited for distributed memory parallelization: We prioritize copy clusters over interior
clusters and predictions over corrections.

1: function ADVANCEINTIME(C, communicationManager, t%"¢)
2: for cluster € C do

3: CLUSTER.SETSYNCTIME(#%"¢)

4: CLUSTER.RESET()

5: hasFinished < false

6: while —hasFinished do

7: for cluster € C°°?Y do

8: if CLUSTER.GETNEXTLEGALACTION() = Predict then
9: COMMUNICATIONMANAGER.PROGRESSION()

10: CLUSTER.ACT()

11: for cluster € C°°PY do

12: if CLUSTER.GETNEXTLEGALACTION() = Correct then
13 COMMUNICATIONMANAGER.PROGRESSION()

14: CLUSTER.ACT()

15: for cluster € C'™ do

16: if CLUSTER.GETNEXTLEGALACTION() = Predict then
17: CLUSTER.ACT()

18: break

19: for cluster € C'"* do

20: if CLUSTER.GETNEXTLEGALACTION() = Correct then
21: CLUSTER.ACT()

22: break

23: hasFinished < true

24: for cluster € C do

25: hasFinished < hasFinished A CLUSTER.SYNCED()

6.8. Wiggle Factor & Cluster Merging

We included a parameter A < 1, introduced in [12] to improve the LTS clustering, in
the definition of the clusters (equation (6.3)) but have not yet described how we can
use it. The parameter A\, which we call the wiggle factor, scales both time step limits
of all clusters by a constant. For example, the zeroth cluster contains all elements
with a time step size of [(At)min, 2(At)min) When not using a wiggle factor. When we
use a wiggle factor, the cluster contains all elements with a time step size between
[A(A) min, 2)\(At)min)ﬂ Hence, elements in this cluster are updated more often. Thus,
at first glance, this seems to reduce the efficiency of our time stepping. In the context

2There are, by definition, no elements with a time step size smaller than (A¢)min, so the lower limit of
the zeroth cluster is (At)min.
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Algorithm 10 Compute the minimal number of clusters while keeping the cost below the
admissible cost. It takes the inputs C, W, r, ¢™®*, A, (At)min which are the LTS clustering,
the cost of each element, the LTS rate, the maximum admissible cost, the wiggle factor, and
the minimum time step size. It uses the function COMPUTEGLOBALCOSTOFCLUSTERING,
which computes the cost of the given clustering using equation . For this, it sums
up the local costs of all MPI ranks. The function enforceMaxClusterId takes the

arguments C' and ¢™?*, and returns a new clustering where the maximum cluster id is
,Lmax‘
1: function COMPUTEMAXCLUSTERIDAFTERAUTOMERGE(C, W, r, ¢™** X, (At)min)
2 i «— max(C)
3 i™** «— ALLREDUCE (™)
4 if r =1 then return ™ > There can only be one cluster
5: for ¢4 =gmax qmax _ 1.1 do
6 C"*Y <~ ENFORCEMAXCLUSTERID(C, i™%*)
7 ¢ + COMPUTEGLOBALCOSTOFCLUSTERING( C™Y W, 7, A, (At)min)
8 if ¢ > ¢™* then return " + 1
9 return 0 > GTS is acceptable

of LTS, however, a smaller A can lead to a speed-up because it allows us to move some
elements to a cluster with a larger time step, thus saving us some cost.

To illustrate, let us consider a simple example. We assume a 2-rate LTS scheme with
four elements with time steps At = 1,1.6,1.6,3. We compare two cases:

Without wiggle factor The minimal time step is (Af)min = 1. We set A = 1. Hence, we
have two clusters with time steps [1,2) and [2,4). After clustering, the elements
are now updated every 1, 1, 1, and 2 seconds, respectively. On average, for 1s
simulation time, we need 1+ 1+ 1+ 1/2 = 3.5 updates.

With wiggle Let the wiggle factor be A = 0.8. This results in clusters with time steps of
[0.8,1.6) and [1.6,3.6). After clustering, the elements have time steps of 0.8, 1.6,
1.6, and 1.6. Now, for 1s simulation time, we need 1.25 + 0.625 + 0.625 + 0.625 =
3.125 < 3.5 updates.

Hence, even though it may be unintuitive, reducing the time step limits of all clusters
may lead to fewer required updates!
We define the cost of a clustering C' as

cost(C, W) Z AAS A) : (6.19)

where Cj is the cluster id of the ith element and W is its cost [79]. For now, it is not
important how we compute the cost. We will discuss it in section Note that C
depends on the the wiggle factor A. Hence, the equation depends on the clustering
because it includes the number of expected updates.
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Computing an optimal wiggle factor is difficult. Here, we follow the approach from [12]
and perform a simple grid search. We specify a minimum wiggle factor A™™ and a step
size s, resulting in a list of candidates

L= A\Win \min g1, (6.20)

Note that for a rate-r LTS scheme, only values 1/r < A <1 are reasonable. We denote
the clustering resulting from a wiggle factor of A by C). Then, we simply choose

argmin, {cost(Cy) | A € L} (6.21)

as our wiggle factor.

Furthermore, we want to be able to enforce a maximum cluster id. For this, the last
cluster has a maximum time step size of 0o, as realized in equation . The advantage
of larger clusters is that they can be parallelized more efficiently. Merging the clusters
with the highest time steps does not incur a significant additional computational cost.
Thus, it can improve the performance. [12| presents a scheme that allows the user to
manually set the maximum cluster id. We propose an extension to this: merging clusters
automatically. Our method allows the user to define an upper limit by how much the total
cost of all clusters (equation ) is allowed to increase. This results in a maximum
admissible cost. We then, as shown in algorithm simply merge clusters until this
performance loss is realized.

Finally, we combine the wiggle factor and automatic merging of clusters into one
algorithm. However, this is not straightforward. We consider two possible goals of the
user: The first is that they start from a simulation with neither wiggle factor nor cluster
merging. They then want to find the configuration with the smallest number of time
clusters that lose up to a certain percentage of the original performance. The second
possible goal is that the user wants to find the best configuration with the smallest
number of clusters such that the performance is by a certain percentage smaller than
the cost of the optimal wiggle factor without auto-merging. The difference between both
models is the baseline used for computing the admissible cost.

We explain how we can realize the first goal and then describe a simple algorithm
for the second goal, which uses the first as a subroutine. We start by computing the
baseline cost, which is the cost without using either cluster merging or a wiggle factor
(i.e., A =1). We compute the cost of this clustering and use it to define the maximum
admissible cost by multiplying it with a user-defined factor. Then, we perform the grid
search for the wiggle factor A as outlined. We perform the automatic group merging
process for each wiggle factor while staying within the cost limit. This results in tuples
(3%, X, cx), where iY*** = max (C')) is the maximum cluster id of the clustering C and
c) is its cost. We use a map data structure that maps the number of clusters to the best
cost and the wiggle factor A with which it was achieved. Finally, we choose the wiggle
factor with the lowest number of clusters from this map. For this number of clusters, we
found the best wiggle factor. Algorithm [11] summarizes this procedure. It contains the
search for the best A without auto-merging as a special case.
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Algorithm 11 Function to find the best wiggle factor using automatic merging of LTS
clusters (if useAutomerge is true). Input arguments are the cost of each element (W),
the LTS rate (r), the maximum admissible cost (¢™**), and the minimal time step size
((At)min). The parameters for the grid search are the smallest wiggle factor (A™® > 1/r)
and the step size s. Additionally, the user may give a maximum cluster id i"™?*. The
function returns a tuple consisting of the number of clusters, the best wiggle factor and
the resulting cost. We use the functions computeClustering to compute the clustering
according to equation and enforceMaximumDifference to enforce the maximum
difference invariance (definition [2)).

1: function COMPUTEBESTWIGGLEFACTOR(W, r, ™ (At)min, A™, 5, i™8%, useAu-

tomerge)

M2« map() > Map from max cluster id to best cost
M « map() > Map from max cluster id to best wiggle factor
for A = \min p\min 5 1 do > Grid search for A with step size s

C < ENFORCEMAXIMUMDIFFERENCE(COMPUTECLUSTERIDS( 7, A, (A#)min ))
if useAutomerge then
i — MIN ( e, COMPUTEMAXCLUSTERIDAFTER-

AUTOMERGE(C, W, 7, ¢™ X, (A)min ) )

© ®

10:
11:
12:
13:
14:
15:

16:
17:
18:
19:
20:
21:
22:

23:

else
14— g
C < ENFORCEMAXCLUSTERID(C, 1)
i <= ALLREDUCE(max(C), max) > Global maximum cluster id
¢ + COMPUTEGLOBALCOSTOFCLUSTERING( C, W, 7, A, (At)min )
if imax ¢ MU v e < MU ] then
M) e
MG o A
if useAutomerge then > Choose minimal max cluster id with admissible cost
Z'admissible “— 00
for (i,c) € M do

if ¢ < cMAX A G < Z-admissible then
,L'admissible —i

else > Choose minimal cost
jadmissible ¢ aremin (M) > Maximum cluster id with smallest cost
return (iadmiSSible’ M [Z'admissible} ’ M e [Z'admissible])
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Algorithm 12 Function to find the best wiggle factor using automatic merging of LTS
clusters (if useAutomerge is true). This algorithm uses algorithm [11| as a sub-routine.
The difference is that this algorithm automatically computes the admissible cost ¢™#*
by using a baseline cost and a factor m that states how much more expensive the
clustering with group merging can be, compared to the baseline. There are two supported
baseline models. The first, “bestWiggleFactor”, computes the best wiggle factor without
automatic merging. The second, “maxWiggleFactor”, uses the clustering with A = 1 and
without automatic merging as the baseline. Other input arguments are the cost of each
element (W), the LTS rate (r), the minimal time step size ((Af)min), the smallest wiggle
factor (A™" > 1/r) and the step size s. Additionally, the user may give a maximum
cluster id ¢™2*. The function returns a tuple consisting of the number of clusters, the best
wiggle factor, and the resulting cost. The implementation is not optimal if automatic
cluster merging is not used. In practice, we avoid these computations.

1: function FINDBESTWIGGLE(W, 7, m, (At)min, \™®, 5,79, isAutomergeUsed, base-

lineCost)
2: if baselineCost = bestWiggleFactor then > Find best A without merging
3 (iM% )\, ¢) ¢ COMPUTEBESTWIGGLEFACTOR(W, 7, 00, (At)min, ™2, 5, iM%,
useAutomerge = false)
4: else > Compute clustering with A = 1 as baseline
5: C' < ENFORCEMAXIMUMDIFFERENCE(COMPUTECLUSTERIDS( 7, A, (A#)min ))
6: C < ENFORCEMAXCLUSTERID(C, i™*)
7: ¢ + COMPUTEGLOBALCOSTOFCLUSTERING( C, W, 7, A, (At)min )
8: M — em
9:  return COMPUTEBESTWIGGLEFACTOR(W, 7, ¢™ (At)min, A™7, 5,025 useAu-
tomerge )

Next, we use the strategy that we devised for goal 1 to compute the best wiggle
factor for goal 2: We want to find the best wiggle factor, and then we are willing to
give up a certain percentage of this optimal performance for auto-merging. This can be
easily accomplished by algorithm We first search for the best wiggle factor without
automatically merging clusters, using algorithm Then, we use the resulting optimal
cost as a baseline cost for a second search in which we now enable the auto-merging of
clusters. This strategy may sound wasteful: In a naive implementation, we would need to
compute the clustering twice, including enforcing the maximum difference. However, with
a small modification in line [5| of algorithm |11} we can reduce the cost of the second search
to almost zero: We store all computed clusterings after enforcing the maximum difference
in a map data structure for each considered A. This simple memoization strategy requires
a small space overhead but turns our naive and expensive algorithm into a performant
one.

Another computational challenge arises from the need to enforce the maximum differ-
ence between neighboring elements, as described by definition [2l This is computationally
expensive, especially with a distributed memory parallelization, because it requires com-
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munication with neighboring ranks. Especially with the cluster merging feature, we would
need to compute this for every iteration of algorithm We can prove that enforcing a
maximal cluster id does not destroy the maximum difference property.

Theorem 2. Let C be a clustering that satisfies the mazimum difference property (def-
imition @) We enforce a mazimum cluster id of m, for example, using the function
enforceMazClusterId. The resulting clustering is C. It again satisfies the maximum
difference property.

Proof. Let l1,lo € C be the original cluster id of two elements that are in arbitrary
neighboring clusters. After enforcing the maximum cluster id of m, the cluster ids are
given by [ = min(l;,m) and Iy = min(ly,m). We denote the resulting clustering by C.

As the clustering C fulfills the maximum difference invariance, the difference between
[1 and [5 can be at most one. Hence, we need to consider three cases.

Case 1: |1 = Iy
We compare [; to the maximum cluster id m.

Case 1.1: 1 >m

The new cluster ids {; = min (I;,m) = m and ly = min (I3, m) = m are identical and
thus satisfy the invariance.
Case 1.1i: 1 <m

The new cluster ids /1 = min (I1,m) =1y and l5 = min (l2,m) = la = l; do not change
after enforcing the maximum cluster id.
Case 2: [rb, =11 +1
Case 2.i: [ > m

The new cluster ids I; = min (I;,m) = m and ly = min (I, m) = min (l; +1,m) =m
are identical and thus satisfy the invariance.
Case 2.ii: [1 <m

Here, I = 11 + 1 < m and thus does change after enforcing the maximum cluster id.
The new cluster ids [; = min (I1,m) =1 and [5 = min (lo,m)=min(l1 +1,m) =1; + 1
satisfy the invariance.
Case 3: [ =15+1

This case follows from case [2| by swapping /1 and 5.

Hence, as the maximum difference invariance is preserved for all possible cases, we
conclude that enforcing a maximum cluster id respects the maximum difference invariant.
Furthermore, as the case [1| showed, if both elements were in the same cluster before
merging, they still share the same cluster (Zl = fg) after merging. O

6.9. Discussion

In this chapter, we have presented a modern implementation of local time-stepping. We
followed a clustered approach (section , better suited for high-performance computing.
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We used the ADER-DG numerical scheme, which, as seen in section [6.2] can naturally
be used as part of an LTS scheme. Due to our modeling efforts, we have achieved a
simple yet efficient method. The simplified time-stepping loop, as shown in section [6.3
resulted in a straightforward algorithm without manual scheduling. Our new LTS model
is state-machine based (section and thus easy to understand. Furthermore, the state
machine (ﬁgure excludes a category of bugs because it prevents illegal state transitions.
Clusters are synchronized by explicit message passing, which makes dependencies obvious
and clearly shows the flow of information. Our new model schedules clusters by comparing
the number of normalized time steps they take, which is more robust than comparing
the simulation time. Adding ADER-DG kernels to our scheduling with parallel mesh
traversals was simple (section as we were able to use the same computational logic
that we presented in section We have demonstrated (section how our abstraction
can model both the scheduling of computations and the scheduling of the communication,
resulting in an elegant distributed memory parallelization. The introduction of copy and
ghost layers made it necessary to create a more complicated time-stepping loop. Even
with these added factors, the resulting algorithm is still relatively simple (section .
Furthermore, as described in section[6.8] we added functionality to automatically fine-tune
the LTS clustering by introducing a wiggle factor A and by introducing the automatic
merging of LTS clusters.
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Chapter 7.
Earthquake-Tsunami Coupling

Tsunamis are created by abrupt vertical perturbations of a body of water. Multiple
different sources, such as landslides or earthquakes, can cause this. In this thesis, we
focus on earthquakes as a source of tsunamis.

During an earthquake, the seafloor moves dynamically in response. This generates
seismic waves, ocean acoustic waves, and tsunami waves. Far away from the source,
these waves separate, but close to the source, they are superimposed. As the tsunami
wave is typically assumed to be the most interesting, many models focus only on this
wave [3, [131]. This restriction can become a problem, as instruments such as ocean
bottom pressure sensors and off-shore cabled sensor networks are deployed in regions
that are in the source area, potentially improving tsunami early warning systems |78
143, |185].

The current state-of-the-art is using a separate model for earthquakes and tsunamis [102}
178]. The earthquake can be approximated by an analytical solution for the displacement,
which typically assumes a homogeneous elastic half-space [114]. For more complex
geometries or velocity models, simulations become necessary. For the tsunami, a two-
dimensional model and simulation code is typically used [131].

Recently, fully coupled models have emerged that consider the entire wavefield in
both Earth and ocean [3, (97} 98} |99, |103]. Chapter [2| described our three-dimensional
fully coupled model, which can resolve wavefield features, including tsunami dispersion
and acoustic waves in the ocean. As mentioned above, acoustic waves are increasingly
important when comparing with measurements. Furthermore, it is well known that
dispersion can affect tsunami propagation when the tsunami wavelength is not much
longer than the sea depth [131]. For an overview of this, we refer the interested reader to
the discussion and the case studies of [49]. Finally, the fully coupled model considers the
two-way interaction between earthquake and tsunami, i.e., wave propagation in the ocean
can influence wave propagation in the Earth. Hence, it can be used as a reference model
because it carries fewer assumptions. It is ideally suited to conduct detailed studies of
the complex wavefield close to the earthquake source.

This section gives a brief overview of one-way linked coupling strategies. First, we
derive the shallow water equations (section , a standard two-dimensional model for
tsunamis. Next, in section we discuss strategies that can be used to couple earthquake
and tsunami solvers. Furthermore, we evaluate the strategies with example scenarios
and show when each coupling strategy is applicable. In section we explain how to
approximate the sea surface height from the seafloor displacement. Finally, in section
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we discuss the results and summarize the strengths and weaknesses of the approaches.

7.1. Shallow Water Equations

For tsunami simulations, one common approach is to use the linear long wave equations,
also called linear shallow water equations. They can be derived by starting from the
ocean part of our fully coupled model, given by section [2.2.2] Our derivation follows the
one in [3,131]. We use the same coordinate system as introduced for the fully coupled
model (chapter [2)), where the ocean floor is at height z = —H and the ocean surface at
rest is at z = 0.

First, we assume the ocean is incompressible, meaning K — oo. Then, equation
reduces to V - v = 0, which is the standard continuity equation for an incompressible
fluid. We integrate this in depth, using the linearized boundary conditions on the
seafloor (equation (2.90))) and sea surface (equations (2.88) and (2.89)). Introducing the
depth-integrated velocities

0
q1:/ vy dz, (7.1)

-H

0
QQ_/ v2dz, (7.2)

—H
we arrive at the equation governing the sea surface perturbation

on  Oq  Og  0b
ot T ox T oy T ot (7.3)

where b is the time-dependent bathymetry.

Second, we assume that ,0%3 = 0, i.e., that the vertical accelerations are negligible.
Inserting this into the vertical part of the momentum equation (equation ) gives the
pressure perturbations as p(x,y, z,t) = pgn, i.e., the pressure is in hydrostatic equilibrium.
We then insert this pressure into the horizontal part of the momentum equation and

again integrate in depth. This results in the equations

Iq on _
91 +gH8x =0, (7.4)
Iq2 on
o T 9HG, =0, (7.5)

which, together with equation form the shallow water equations. They describe non-
dispersive tsunami propagation. Note that the pressure is still assumed to be hydrostatic
and thus depends on z. We can use this to reconstruct a three-dimensional pressure field.

The shallow water equations are often used to simulate tsunamis [102} 178]. When
non-linear effects are dominant, for example, near the shore, a non-linear version of the
shallow water equations must be used. They can contain terms that handle inundation
and run-up [3,131]. However, this is not in the scope of this thesis. The non-linear version
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of the equations is obtained by depth-integrating the Euler equations (section and
is, for example, described in [95, Sec. 18.7]. For the rest of this chapter, we only consider
the linear shallow water equations, but we will compare our fully coupled model with the
non-linear equations later.

7.2. One-Way Coupling Approaches

We introduced the shallow water equations in the previous section. Now, we discuss
how to source the tsunami. What kind of initial conditions and source terms do we
need? The earthquake simulation results in a moving seafloor, which we can model as
a time-dependent bathymetry perturbation b(x,y,t). Initially, the seafloor is at depth
—H(z,y), which is perturbed by the earthquake to z = —H (z,y)+b(z,y,t). This seafloor
displacement then causes a sea surface displacement. This section investigates how to set
these terms, following the discussion in [3] closely.

We first consider methods that work with the seafloor displacement, which can be
either computed by an analytical solution or with a numerical earthquake simulation. If

this displacement is available as a time series, we can include it as the source term % in

equation ([7.3).

When the displacement is only available at one point in time, e.g., given by the
static displacement of an earthquake simulation or from an analytical solution, we need
to assume that the earthquake happens instantaneously with a displacement of b¥tatc,
Formally, an instantaneous uplift corresponds to a change in bathymetry of

b
ot

Integrating equation ((7.3)) in time with equation (7.6)) as the source term and assuming
zero velocities leads to the initial condition

~ bRtC (2 y) 6 (1) (7.6)

n(z,y,t = 0) = b (g, y)

QQ(xa yat = 0) = 05

where we assumed that the time ¢t is shifted such that t = 0 marks the start of the
tsunami simulation. Then, we can run the tsunami simulation with the initial condition
given by equation 1' and by setting the term % = 0.

We need to discuss the validity of our initial conditions for the velocities and 7. While
some studies [145] 146, |147] suggest that it is beneficial to include an initial horizontal
velocity, studies with a two-dimensional version of the fully coupled model revealed that
this leads to negligible differences |98, 99]. Furthermore, using the seafloor uplift as an
initial condition for the sea surface height assumes that the ocean does not affect the
waves. We will later discuss ways of including this effect in an appropriate manner. We
also need to make similar considerations for the time-dependent coupling.

Both approaches discussed thus far have the limitation that they neglect the com-
pressibility of the ocean. Hence, they do not permit the propagation of acoustic waves.
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Recently, [131} 133, [134] proposed a one-way coupling strategy to accomplish this. The
idea of this model is simple: Instead of recording the seafloor displacement, the method
records the sea surface displacement. For this, an earthquake solver must be used that
includes an acoustic layer to incorporate the effects of the ocean. The resulting model is
similar but not identical to our fully coupled model, which we proposed in section [2.3] as
it uses a standard free surface boundary condition on the sea surface, i.e., it assumes
that ¢ = 0. Then, the displacement on the sea surface, which is generally different
from the seafloor displacement, is used as a source term in the shallow water simulation.
This approach is called the superposition approach because it decomposes the tsunami
into gravity waves (simulated by a two-dimensional shallow water solver) and acoustic
wave propagation in the ocean (simulated by a three-dimensional water layer). It follows
directly—assuming a linear shallow water solver—f{rom our fully coupled model with a few
assumptions. We refer the interested reader to [3] for a derivation of this method. The
source term looks similar to the seafloor-based coupling discussed before. We replace the
term % with the term 877;:0 in equation 1' where 7970 is the sea surface displacement
from an earthquake simulation without gravity.

An advantage of the superposition model over the fully coupled model is that it allows
more flexibility: The shallow water solver can also be a non-linear model. In this case,
the theoretical justification of the superposition decomposition does not hold anymore.
However, it works in practice [132]. A non-linear shallow water solver can also include
effects such as inundation. These effects, which the fully coupled model cannot resolve,
are essential to accurately describe tsunami propagation near the coast.

To summarize, following [3], we define four different modeling strategies:

Method 1 is our fully coupled model.

Method 2 is a one-way linking of an earthquake model with a two-dimensional non-

dispersive shallow water solver (equations (7.3) and ([7.4))), using equation (7.7 as
initial conditions.

Method 3 is the same as method 2 but uses the seafloor displacement % as the forcing

term instead of an initial condition.

Method 4 is the same as method 3 but uses the sea surface displacement 577;: ® as the

forcing term.

Next, following [3], we define three scenarios that can be used to compare the different
modeling strategies. For all scenarios, we prescribe a vertically moving seafloor with

velocity
o 1 (t — 40y)? z2 4 o2
TR exp ( 07 exp 202 ) (7.8)

where the width o, and the duration o, characterize the source. Equation ((7.8) reaches
its maximum at time ¢t = 40¢. At t = 0, the uplift rate is effectively zero, which allows
us to start with an initially unperturbed seafloor. We set the ocean depth H = 4km,
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7.2. One-Way Coupling Approaches

Table 7.1.: Table recreated from [3]. Three scenarios prescribe a moving seafloor with
velocities given by equation . The source width o, and the source duration
o, vary between the scenarios. This results in different characteristics which
directly impact the validity of coupling methods. The criteria derived in [3]
characterize the properties of the source using non-dimensional values.

Source  Source Instantaneous  Negligible acoustic Shallow water

width  duration source? wave excitation? limit?

or [km]  o¢[s]  VgHoi/or < 1 H/(coy) < 1 Hjo, <1
Scenario 1 12.5 125 X v Ve
Scenario 2 12.5 1.25 Ve X v
Scenario 3 1.25 1.25 v X X

Table 7.2.: Simulation parameters as used in [3]. The scenarios require a different domain
of size L x L in which the elements have a characteristic length of h. In a cube
of size L™ x L", centered at the origin, the mesh is refined to a characteristic
length A”. The simulations run until ¢t = ¢°.

Lkm] L"[km] hlkm] A"km] t5s]
Scenario 1 500 300 75 1.50 800

Scenario 2 200 110 75 1.00 400
Scenario 3 400 40 25 0.25 150

acoustic wave speed ¢ = 1.5kms~! and gravitational acceleration g = 9.81ms~? for all
scenarios. The scenarios differ only in the source parameters o, and oy, found in table
Scenario 1 is a long-duration source requiring a time-dependent seafloor uplift. Scenario 2
is an impulse source with a wide source area leading to acoustic waves. Finally, scenario 3
is a narrow impulse source that produces short wavelengths and thus likely has significant
dispersion and filtering effects from the ocean response.

We vary the refinement, domain size, and simulation time for the scenarios so that
important features of the wavefield are visible. Each setup has a refinement zone in which
a uniform mesh size is used. Outside of the refinement region, the mesh is coarsened.
Table [7.2] shows the simulation parameters.

Figure [7.1] shows the results. For scenario 1, which uses a long-duration source, all
methods except method 2, which assumes an instantaneous source, are valid. Scenario 2
contains a source that generates acoustic waves. Only method 1 (fully coupled) and
method 4 (superposition) are valid, as they capture this wave type. Note that all methods
manage to capture the overall tsunami well. Finally, scenario 3 contains both acoustic
waves and dispersion effects. As for scenario 2, the former implies that methods 2 and 3
are no longer valid, as they do not include acoustic waves. Due to the latter, only the fully
coupled model (method 1) is valid, as only it includes dispersion effects during tsunami
propagation. However, the superposition method (4) could be used with a tsunami solver
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Chapter 7. Earthquake-Tsunami Coupling

that includes approximate dispersion [3]. For this scenario, the methods result in strong
differences in tsunami amplitudes caused by the filtering of short wavelengths due to the
non-hydrostatic ocean response [68]. This example showed the limitations of each model.
For an extended discussion, we refer the interested reader to [3].

7.3. The Sea Surface Height

In this section, we discuss how to initialize the sea surface height from an earthquake
simulation. We introduce the Tanioka assumption in section |7.3.1} which includes the
effects of horizontal displacements into the vertical seafloor displacement. In section
we present transfer functions that approximate the sea surface height from the seafloor
displacement. Furthermore, we show that our fully coupled model already includes these
approximations.

7.3.1. Tanioka

The coupling strategies that we have explained so far only consider the vertical part of
the displacement at the seafloor. However, when the bathymetry is not flat, horizontal
displacement can lead to vertical flow. This can have a strong effect on the resulting
tsunami, as shown, for example, by the 2011 Tohoku-Oki earthquake, which excited
a large horizontal displacement [67]. Hence, we should also include the effect of this
horizontal displacement in the computation of the sea surface height.

We can approximate this effect with the Tanioka correction factor

oOH OH
b(z,y,t) ~ (Ulax + u287y + US) lo=—m, (7.9)

oz
Equation ([7.9) can be directly used to include the effect of horizontal displacements
for a sloping ocean floor. For a more detailed discussion and applications, we refer the
interested reader to the discussion in [131, Sec. 5.4.1] and the references therein.
This factor is automatically included in our fully coupled model, as equation (|7.9)
follows directly from time-integrating the linearized kinematic boundary condition (equa-
tion (2.90))) on the ocean floor [3].

2 2
which assumes that the bathymetry varies smoothly, i.e., that (8—H> + (%—5) < 1]152].

7.3.2. Filtering & Transfer Functions

The one-way coupling method requires approximating the sea surface height from the
seafloor displacement. The naive approach of using the same displacement for both
neglects the effect that the water has on the waves. A better solution is to use an
approximate model for the ocean response. We follow the framework described in [3]:
transfer functions. In the following, we denote the Fourier-transformed version of a
function f by f. It changes the variables from the space-time coordinates (x,y,t) to the
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Figure 7.1.: Figure taken from . Sea surface uplift from seafloor uplift given by equa-
tion with parameters from table Method 1 is our fully coupled
model, method 2 is one-way linking with an instantaneous source, method 3
is one-way linking with time-dependent sourcing, and method 4 is the super-
position coupling.
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Chapter 7. Earthquake-Tsunami Coupling

set of coordinates (k;, ky,w), consisting of the horizontal wavenumbers k, and k,, and
the angular frequency w. We define the Fourier transform and its inverse as

f’(kx,k:y,w):/oo /Oo /oo f(x,y,t) exp (—i(kg + kyy — wt)) dz dydt, (7.10)

f(z,y,t) = (2m)~3 /_OO /_OO /_OO f (ke ky,w)exp (i(kyx + kyy — wt)) dk, dk, dw.

(7.11)
Using the radial wavenumber k = , /k2 + k;, the transfer function
(k
T(hw) = 1R@) (7.12)
b(k,w)

relates the Fourier transformed bathymetry b to the Fourier-transformed sea surface 7.
Note that the transfer function only depends on k, which is required by the translational
invariance of the ocean response. We can use the transfer functions to compute the
sea surface height from the bathymetry: First, we compute the Fourier transform of
the bathymetry using equation . Second, we use equation to compute the
Fourier-transformed sea surface from the bathymetry. Third, we use equation (|7.11]) to
compute the sea surface displacement. Only one question remains: How do we choose
the transfer function?

The acoustic part of our fully coupled model, discussed in section corresponds to
the transfer function

1
cosh(k*H) — (gk* /w?) sinh(k*H)

ch(kaw) = (713)

with k* = \/k? — w?/c? [3]. Starting from this, we can investigate several special cases.

We now assume the ocean is incompressible, corresponding to the k* — k limit. The
assumption of incompressibility removes acoustic waves entirely from the model. When
we make the further assumption that the ocean uplift is instantaneous, i.e., w — 0o, we

arrive at .

cosh(kH)’

which is called the Kajiura filter [68]. This filter is widely used to compute the initial
sea surface height for a tsunami simulation [131]. It is a low-pass filter that removes
short-wavelength components. Hence, the initial sea surface height is smoother than
the seafloor perturbation [131]. While this filter was derived for an ocean with uniform
depth, in practice, it can also be applied to scenarios with small depth variations.

When we assume incompressibility and the long wave limit, i.e., kH < 1, equation
reduces to the tranfer function for the linear shallow water equations

Tinst(k) = (714)

1

Towlh ) = 1 g

(7.15)
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which lacks the (cosh(kH))™" filter. Hence, all wavelengths contained in the seafloor
displacement directly transfer to the sea surface. We can apply equation before
using equation , which corresponds to the workflow of first applying a filter to the
bathymetry before using a tsunami simulation software.

Finally, as discussed earlier, the superposition model (method 4) runs a fully coupled
simulation without gravity, followed by a shallow water solver. Thus, due to the sequential
nature of the coupling, we can factor the transfer function of the superposition model.
The ocean part of the fully coupled simulation in the absence of gravity corresponds to

equation ([7.13]) with ¢ = 0 and is given by

1

- cosh(k*H)" (7.16)

Tg:O(ku w)

It is possible to include approximate models of dispersive tsunami propagation by using
a Boussinesq solver for the tsunami part. Here, we assume that a linear shallow water
equation solver is used for simplicity. We have that

1 1
cosh(k*H) 1 — gHk?/w? "

=Ty=o(kw)  =TrLLw(kw)

Toup (i, w) = (7.17)

In the incompressible limit (k* — k), equation reduces to the Kajiura filter given
by equation ([7.14]). Thus, the superposition model includes the non-hydrostatic ocean
response. We refer the interested reader to the extended discussion in [3].

These transfer functions give us an easy way of analyzing the coupling strategies and
result in a simple way of converting the seafloor displacement to an initial tsunami
height [131]. We can combine this approach with the Tanioka approximation discussed
in section by convolving equation with the result of equation ([7.9)). This
includes both the effect of a sloping seafloor and the effect of the non-hydrostatic ocean
response.

7.4. Discussion

We showed how we can derive the shallow water equations in section and presented
and evaluated four different methods for earthquake-tsunami simulations (section [7.2).
Section [7.3] completed the workflow by providing approximations that can be used to
convert the seafloor displacement into an initial tsunami height.

What has become clear in these sections is that the fully coupled model is the most
general out of all considered models. It includes the full physical effect of the earthquake,
wave propagation in the compressible ocean, and tsunami propagation. While acoustic
waves often have a very small effect on the tsunami, they can dominate the measurements.
Hence, including them in our model allows us to compare better with measurements.
Furthermore, our model is fully three-dimensional and does not assume that the pressure
is in hydrostatic equilibrium. Thus, it gives us a complete three-dimensional wavefield.
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Chapter 7. Earthquake-Tsunami Coupling

Simpler coupling strategies can capture critical parts of the tsunami. If acoustic waves
are relevant but dispersion is not, the superposition method can be an adequate choice.
However, its computational cost is not much smaller than the cost of the fully coupled
model, as both models require three-dimensional ocean simulation. The computational
overhead of the fully coupled model only stems from the gravitational boundary condition,
which we can discretize efficiently, as shown in section [£.3] The superposition coupling has
other advantages. It allows using an existing shallow water solver (with minimal additions
for sourcing) and a standard earthquake solver, assuming it can also simulate acoustic
waves. Hence, the superposition method is easier to implement than the fully coupled
model. Furthermore, as in all one-way coupling strategies, the shallow water model can
be non-linear and can thus include additional physical effects such as inundation, which
leads to better results near the coast.

We can use a seafloor displacement-based coupling strategy when acoustic waves are
irrelevant. As mentioned in section it is advisable to use the Tanioka filter (equa-
tion (7.9)) and the Kajiura filter (equations and ) to account for a sloping
seafloor and the non-hydrostatic ocean response. The resulting coupling is cheap and
can be used with a non-linear shallow water model.

To summarize, the fully coupled model should be considered as a reference model for
off-shore earthquake-induced tsunamis. Often, we can use a compromise between the
expensive fully coupled model and the cheaper one-way linking models. We use the fully
coupled model for the first part of the simulation until the earthquake has stopped and
after most acoustic waves have left the domain. Then, we switch to a shallow water solver
using the result of the fully coupled model as the initial condition. This gives us the best
of both worlds: We get an accurate result for the tsunami generation and then capture
the tsunami, which happens on a much longer time scale, with an approximate model.
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Verification

In this chapter, we verify our fully coupled solver using a variety of analytical solutions.
It is well known that we can expect a convergence order of ¢ = N + 1 for a DG scheme
with polynomial order N [61]. Hence, asymptotically, the error should be of size O(h?),
where h is the characteristic element length. We consider two meshes: A coarser one
with a characteristic length of h; that leads to an error of e; and a refined one with a
characteristic length of h;y; and an error of e;;;. We measure the error between the
numerical solution ¢; and the analytical solution ¢ with the integral

= (/Q g — gl dw) 1/2, (8.1)

which is the standard L? norm. We only consider the solution for o1;. The numerical
order of convergence converges to

__ log(ei+1/e€i)

(g 8.2
%7 og (hiet /i) (82)
for ¢ — co. We use the linear regression

log(e) ~ m + Glog(h), (8.3)

to predict the error e from h. The coefficients m, which summarizes constant factors,
and ¢, the average convergence order, can be found by a linear least squares procedure.
We exclude errors in this estimate which are not in the asymptotic region, i.e., h is
too small. We also exclude errors near the precision with which we can calculate the
analytical solution. In this chapter, we use the Python library statsmodels [139] to fit
equation (8.3).

We begin by showing a planar wave solution in section demonstrating the conver-
gence of the elastic and acoustic solvers. This setup uses a periodic boundary condition,
showing that our scheme simulates the propagation over multiple wavelengths without
dissipating too much energy. Next, we show that the elastic-acoustic coupling works
using two test cases. The first, Snell’s law at the elastic-acoustic interface (section ,
considers the reflection of an incoming wave at this material interface. The second, the
Scholte wave scenario (section , shows that our model can capture interface waves
correctly.
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Figure 8.1.: Convergence plot for the elastic planar wave. Solid lines indicate the range
of errors used to compute the average convergence order. For N = 2, we
included only subdivision factors larger than 8. The performance for larger
factors is an outlier and does not reflect the obtained error accurately. The
dashed lines indicate the optimal convergence. We achieved nearly optimal
numerical orders of convergence for all considered polynomial orders.

Finally, we use a three-dimensional ocean model (section to show that our im-
plementation of the gravitational boundary condition is correct. Combining these
scenarios, we show that our implementation achieves high-order convergence for fully
coupled elastic-acoustic tsunami simulations. We use a time step size with a factor of
C(N) = 0.4(2N + 1)~ ! in equation , a rate-2 LTS scheme, double precision, and
SeisSol version 1.0.1 [167].

8.1. Planar Waves

The plane wave ansatz is a simple analytical solution for constant coefficient linear partial
differential equations. The idea is to express the solution in a representation similar to
a Fourier basis [41, Sec. 4.2.1]. It has been applied to SeisSol to test the accuracy for
various rheological models, for example, in |35, [181]. We apply this approach to the
elastic and acoustic wave equations in this section. We assume an complex ansatz of

q(x,t) = exp (i(wt — k- x)) qo- (8.4)

We need to find parameters for the angular frequency w, and the initial state qg for
an arbitrary direction k = (ki, k2, k3). We derive an equation for these parameters by
inserting equation (8.4)) into our system of hyperbolic PDEs (equation (2.29))). Using the
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Figure 8.2.: Convergence plot for the acoustic planar wave. Solid lines indicate the range
of errors used to compute the average convergence order. For N = 2, we
included only subdivision factors larger than 4. The dashed lines indicate the
optimal convergence. We achieved the optimal numerical order of convergence
for all considered polynomial orders.

derivatives of equation (8.4)),

%‘tl = wiq, a% = —ikiq, gg = —iksgq, g—g = —iksq, (8.5)
we arrive at
(iw — Aiky — Bike — Ciks) exp (i(wt — k- x)) go = 0. (8.6)
=q
After dividing by exp (i(wt — k - x)), we arrive at
(iw — Aik; — Biks — Ciks) qo = 0. (8.7)
Finally, multiplying with ¢ and reordering results in the eigenproblem
(Ak1 + Bk + Ck3) qo = wqo, (8.8)
=A

where the goal is finding eigenvalues w and their corresponding eigenvectors gg of the
plane-wave operator A which is the same plane-wave operator (equation ) that we
considered in the discussion of Riemann problems.

We only consider the real part of the solution, which reduces to

R (exp(i(wt — k- ))qo) = cos (R (w)t — k- @) exp (=3 (w) )R (qo)

—sin(R(w)t—k-z)exp (=3 (W) ) (go) - (8.9)
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We used the notation R(-) for the real and (-) for the imaginary part of a complex
number. Equation is a solution of the PDE because it is a linear combination of
solutions. The eigenvalues of the plane wave operator A are real because our PDE is
hyperbolic [95]. Hence, we can normalize the eigenvectors such that they only have real
components. Thus, both w and gg can be assumed to be real and hence, equation
reduces to

q(x,t) = cos (wt — k - ) qo. (8.10)

Note that w and g¢ depend on the material properties. The eigenvalues w correspond to
the waves of the PDEs. We use the solution for both acoustic and elastic materials. We
impose a linear combination of a left-going S wave and a right-going P wave for elastic
materials. We set A =2, =1 and p = 1, leading to wave speeds of ¢, = 2,¢, = 1.

For the acoustic material, we use a right-going acoustic wave. There, we set K = 4
and p = 1, which leads to a wave speed of ¢ = 2. For the choice k = an, with a € Z?,
the solution is periodic in the domain [—1,1]3. Hence, the simulation returns to the
original condition for both materials every V3 time units. We run the setup for 10
wave propagations, leading to a simulation time of ~17.32. The domain is divided into
4,...,64 cubes, split into tetrahedra.

Figure [8.1] shows the observed errors for the elastic material and figure for the
acoustic setup. We observe that we reach the optimal convergence order for all polynomial
orders. For N = 1, we require a subdivision factor of 16 to arrive in the asymptotic
region. Thus, our implementation achieves high-order convergence for both elastic and
acoustic wave propagation.

8.2. Snell’'s Law at an Elastic-Acoustic Interface

A
Elastic pe, cep, Ces

rp

ip
Acoustic pqg, Cq

|
|
!
!
|
|
|
1

Figure 8.3.: Setup of Snell’s law. We have four waves: an incident acoustic wave (ip), a
reflected acoustic wave (rp), a transmitted P wave (¢p), and a transmitted
S wave (ts). The direction vectors are the ones used in our simulation.

We have seen in the previous section that our solver works for both elastic and acoustic
media. This section presents a scenario that uses Snell’s law at the elastic-acoustic
interface to test the elastic-acoustic coupling. It was introduced in [73]. Our description
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follows [175]. The idea of this analytical solution is simple: We derive a solution for each
medium and combine them using interface conditions.

An incident pressure (ip) wave travels from the acoustic domain towards the interface.
Some parts are reflected as acoustic waves (rp). The residual energy enters the elastic
domain as a longitudinal wave (¢p) and a transverse wave (ts). Each of these waves
has an angle (ap, rp, Qup, aus) and strength (Cyp, Crp, Cip, Cts). Figure visualizes the
structure of this problem.

Thus, we write the solution as

(@, t) = Wip + Upp %f ?n acou'stic don?ain, (8.11)
Ugp + ugs  if in elastic domain.
We define the displacements
Wip = Cipdip cos (kqp (2 sin(ayp) + 2 cos(ayp) — wt)),
Upp = Crpdpp cos (kgp (zsin(ayp) — 2z cos(ayp) — wt)) (8.12)
Utp = Cypdyip cos (kep (xsin(oup) + 2z cos(agp) — wt)) , '
Uts = Cysdyis cos (kes (zsin(ays) + z cos(ays) — wt))
with directions
dip = (sin(ap), 0, cos(ip))” ,
d,p, = (sin(ayp), 0, — cos(a; ,
p = (sin(a), 0, cos(a,) w1
dtp = (Sln(atp)7 0, COS(Oétp)) s
(

We set w = 2m. The acoustic material has a density and wave speed of pg = cqp = 1.
The elastic material has a density of p. = 1 and wave speeds of c., = 3 and c.s = 2.

We assume that the incident pressure wave arrives at an angle of a;, = 0.2. Next, we
apply Snell’s law to all waves and arrive at

sin(aip)/cap = sin(ayp) /cap,
sin(ayp)/cap = sin(aup) /Cep, (8.14)

sin(oup)/Cep = sin(ous)/ces,

which defines all angles.

What is left is the computation of the factors C in equation . We apply the
elastic-acoustic interface condition (equation ) The interface is at z = 0 and has
the normal vector n = (0,0, 1)T. With this, the interface conditions are

Vo(z,y,2=0) - n =ve(x,y,2=0) n,
oa(r,y,2=0) - n=0c(z,y,2=0) n.
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We can choose the value for Cj, freely. Here, we use C;, = 1. The solution of this
non-linear system of equations is approximated by

Crp = 0.480555914321673987,
Cip = 0.433811888960301440, (8.16)
Cts = 0.404562109533773730,

where all values linearly depend on Cj),. We used the computer algebra system Sage [130]
to compute the constants. As we use the velocity-stress formulation, we compute the
stress tensor and the velocities by analytical differentiation of the displacements (equa-

tion (8.11))).
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Figure 8.4.: Convergence plot for Snell’s law at the elastic-acoustic interface. Solid lines

indicate the range of errors used to compute the average convergence order.
For N =2, we included only subdivision factors larger than 2. The dashed
lines indicate the optimal convergence. We achieved the optimal numerical
orders of convergence for all considered polynomial orders.

We prescribe the analytical solution on all boundaries and let the simulation run until
t = 10. The domain has size [—1,1] x [—1,1] x [-2,2]. We divide the domain into
cubes. Figure [8.4 shows the results. We achieve the optimal order of convergence for all
evaluated polynomial orders. Hence, this scenario shows that our solver can resolve the
elastic-acoustic interface satisfactorily.

8.3. Scholte Waves

We discuss an exact solution for Scholte waves in a coupled elastic-acoustic medium
in this section. Scholte waves are waves that travel along the elastic-acoustic interface.
They decay exponentially away from the interface. Our description follows [73, Sec. 5.2]
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and [175]. Similarly to the previous section, we define an elastic material (z < 0) with
material A, fie, pe and an acoustic material (z > 0) with K, pe.
We split the solution into one

ui(x,y, z,t) = R(ikBy exp(—kbgpz) exp(i(kz — wt))),
uy(z,y,2,t) =0, (8.17)
ug(x,y, z,t) = R(—1kbgp By exp(—1kbgpz) exp(i(kx — wt))),
for the acoustic and one
u(z,y, z,t) = N ((ikBg exp(kbepz) — kbes B3 exp(kbesz)) exp(i(kx — wt))),
uy(z,y, z,t) =0, (8.18)
u§(z,y, z,t) = N ((kbepBa exp(kbepz) + ik Bs exp(kbesz)) exp(i(kz — wt)))
for the elastic medium.
We have three body waves: The suffixes ap and ep denote the P wave in the acoustic

and elastic part, and es is the S wave in the elastic region. For each of these waves, we
define a wave speed

[Aa +2 [Ae +2 /
Cap = M’ Cop = M’ Cos = &’ (8.19)
Pa Pe Pe

and a decay rate

bap = 1= (2/3,), by =\[1-(/E), b= VT—(@/E),  (820)

where we introduced the Scholte wave speed c.
Now, we need to combine the solutions for both media. Following [175] inserting the

interface conditions (equation (2.94))) into equations (8.17)) and ({8.18) leads to the coupled

system
2\ 1/2 2
2 (1—2) B2—<2—<02> Bg)zo,
Cep Ces

2 pe 2 pe 2\ /2
Ces Pa ces Pa Ces
2\ Y2 2\ V2
(1—2> Bl+<1—2) By +1B3 =0,
Cap Cep

which we need to solve for the factors By, Bo, and Bs. This system has, in principle, an
infinite number of solutions. Hence, following [73], we choose ¢ such that equation
has a determinant of 0 and thus a non-trivial solution. This requirement leads to the
equation

<”“bep + bap) 1 — Abapr® — 4bgp(bepbes — 1) = 0, (8.22)
Pe
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Figure 8.5.: Convergence plot for the Scholte wave scenario. Solid lines indicate the
range of errors used to compute the average convergence order. The dashed
lines indicate the optimal convergence. We can only report the optimal
convergence rate for N = 2 for this scenario. However, we can still see
exponential convergence for all other orders. Higher orders lead to smaller
erTors.

where r = &, which we can solve to find ¢. Note that in the case of p, — 0, this equation
reduces to the one that determines the Rayleigh wave speed .

We use the material parameters A\, = p, = 1 for the acoustic and \e = p. = e = 1 for
the elastic region. We solved equations (8.21]) and (8.22]) with Sage [130], resulting in the
constants

¢ =0.7110017230185816,
By = —0.359449984,
By = —0.819464271,
Bs =1.

(8.23)

We compute the solution in velocity-stress formulation by differentiating equations ({8.17))

and .

The domain has size [—1, 1] x [-20, 20] x [—1, 1] and is divided into cubes. We prescribe
the analytical solution on all boundaries and simulate until ¢ = 1. Figure 8.5 shows the
results of our convergence study. Our implementation achieves high-order convergence;
however, we do not obtain optimal rates for N > 2. Nevertheless, higher orders for this
scenario have a clear advantage, as they lead to smaller errors.
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8.4. Compressible Ocean

We have seen in the previous sections that our implementation works well for simulations
of acoustic-elastic coupling. However, we have not yet evaluated the quality of our
boundary condition implementation. In this section, we describe a three-dimensional
verification test for the acoustic wave equation with gravity. The analytical solution, first
described in [3], can be obtained by rotating the two-dimensional solution of [97] around
the z axis. It follows from a standard eigenmode-based ansatz, similar to the solution
presented in section Our derivation follows [3][97]. We assume a solution of the form

k.
p(z,y,z,t) = (sinh(k*z) + 93 cosh(k*z)> sin(kyx) sin(k,y) sin(wt),

vi(z,y,2,t) = <sinh(k‘*z) + g— cosh(k cos(ky) sin(kyy) cos(wt)—

“PT (g.2)

vo(x,y,2,t) = (smh(k: z) + g— cosh(kyz ) sin(kyz) cos(kyy) cos(wt) —~,
wp

ks
vs(x,y, z,t) = <cosh(k z) + g— sinh(k.z) | sin(kyz) sin(kyy) cos(wt) —
wp’

where k;, ky, ks« and w are parameters.
Integrating the vertical velocity at the surface in time leads to the sea surface displace-
ment

ky sin (wt) sin (kzx) sin (kyy)

t
wa0) = [ valayzr)dr = i (5.25)
We use the following boundary conditions:
=0 atx=0,and x = L,,

b g (8.26)

p=0 aty=0,andy=1L
p=pgn(z,y,t) at z=0, (8.27)
n-v=0 atz=—H. (8.28)

Here, L, = L, = 10km are the lengths of the domain, and H = 1km is the water height.
Thus, we use a computational domain of size [0, L,] x [0, L,]| x [-H, 0].

Now, we need to find parameters such that equation (8.24]) fulfills the boundary
conditions (equations (8.26) to (8.28)). To fulfill the free surface boundary conditions on
the sides (equation (8.26])), we need to set the horizontal wavenumbers to

nm nm

ky=—, ky=—
x va Y Lya

(8.29)

for arbitrary positive integers m. From the rigid body boundary condition (equa-
tion (8.28))), we get the dispersion relation

gk tanh(k, H), (8.30)
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Table 8.1.: Constants for the water tank test case for the gravity wave mode and the first
acoustic wave mode.

Mode w k,

n =0 Gravity  0.0425599572628432 0.4433813748841239
n =1 Acoustic 2.4523337594491745 1.5733628061766445

which relates the angular frequency w to the wavenumber k. Finally, we get the definition
of ky by inserting equation (8.27)) into the pressure term of equation (8.24))

/ w2

We can solve this for w, leading to

w*=c* (k2 +k, — k7). (8.32)

Combining equations (§8.30) and (8.32)), we can compute the values of k, by solving

¢ (k2 + ki — k2) — gk, tanh(Hk,) = 0 (8.33)

We can write complex solutions for k, as k, = A + Bi. Using k? = A% + 2iAB — B?, we

rewrite equation (8.33)) as
(k2 + k] — A* — 2iAB + B?) — g(A + Bi)tanh (H(A + Bi)) = 0. (8.34)

We first look for the real solution. Thus, setting B = 0 and realizing that tanh(iB) =
itan(B), results in
(k2 + k] — A?) — gAtanh (HA) = 0. (8.35)

We do the same exercise for imaginary solutions by setting A = 0, which leads us to
¢ (k2 + k, + B?) + gBtan (HB) = 0. (8.36)

Hence, we need to solve equations (8.35]) and for k.. We compute w by inserting
k. into equation . There are multiple solutions for these equations. We denote the
gravity wave mode, which is the solution of equation as mode 0. The acoustic wave
modes, which are the solutions of equation , are numbered sequentially by their value.
Computing these constants with as much precision as possible is crucial, as the numerical
solution is quite sensitive to these values. Table shows the resulting constants.
Furthermore, we set g = 9.81ms~2 and use a material with density p = 1000kgm =3 and
acoustic wave speed ¢ = 1.5kms~!. Note that we set up the simulation in a unit system
that uses kilometers for lengths, which is numerically more stable than SI units.

The domain is discretized into cubes. We simulate for a time of %”, which corresponds to
approximately 147.6s and 2.6s for the gravity and first acoustic wave mode, respectively.
The results for the gravity wave mode (ﬁgure show that our solver achieves an excellent
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Figure 8.6.: Convergence plot for gravity wave mode of the ocean scenario. Solid lines
indicate the range of errors used to compute the average convergence order.
The dashed lines indicate the optimal convergence. Here, we achieve much
better convergence orders than expected; however, the solution becomes
worse for N > 4 for higher subdivision factors.
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Figure 8.7.: Convergence plot for the first acoustic wave mode of the ocean scenario. Solid
lines indicate the range of errors used to compute the average convergence
order. The dashed lines indicate the optimal convergence. We obtain the
optimal order of convergence for all considered polynomial degrees.
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numerical order of convergence for up to N = 4. For N = 4 and especially N = 5, we note
that the results become worse after sufficient refinement. This was also observed in [3],
which used our old implementation of the gravitational boundary condition, detailed
in [79]. The reason for this probably lies in the numerical instability of the analytical
solution. However, the results for the first acoustic wave mode (figure are much
better. We achieve the optimal order of convergence for all considered polynomial orders.
For order N = 5, we stop improving after an error of roughly 107'% has been reached,
again most likely caused by the error of the computation of the analytical solution. The
results show that our implementation of the boundary conditions is correct and that we
achieved high-order convergence.

8.5. Discussion

We have seen in this chapter that the implementation of our numerical model is correct
by comparing it with multiple analytical solutions. Section [8.1] has shown that our
implementation can simulate both elastic and acoustic wave propagation. Sections [3.2
and have shown that we can simulate coupled elastic-acoustic scenarios. Finally,
we have shown in section that the implementation of the gravitational boundary
condition is correct. Thus, our numerical scheme achieves high-order convergence for
fully coupled earthquake-tsunami simulations.
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In this section, we present large-scale fully coupled scenarios. We begin with an earthquake-
tsunami benchmark (section that models an earthquake followed by a tsunami. For
this setup, we compare our fully coupled method with a standard two-way coupling
method and investigate the differences in the wave structure. We discuss a fully coupled
scenario for the Palu, Sulawesi earthquake-tsunami in section This scenario models a
real-world event with a detailed multiphysics model. Finally, in section we simulate
a small earthquake induced by the stimulation of an enhanced geothermal system. We
use the fully coupled model to compute the sound generated by this event.

In this and the following chapter, we use the following petascale clusters:

Frontera [154] 8368 dual-socket Intel Cascade Lake Xeon Platinum 8280 (28 cores each).
The nodes are organized in 101 racks and are connected by a Mellanox HDR
InfiniBand interconnect with a fat tree topology.

SuperMUC-NG [93] 6336 dual-socket nodes with Intel Skylake Xeon Platinum 8174 (24
cores each). The nodes are organized in 8 islands and connected by an OmniPath
network with a fat tree topology.

Shaheen-Il [52] 6174 dual-socket nodes with Intel Haswell Xeon E5-2698v3 (16 cores
each). The nodes are connected with an Aries interconnect with Dragonfly topology.

Mahti [138] 1404 nodes with dual socket AMD Rome 7H12 (64 cores each). The nodes
are connected with a Mellanox HDR InfiniBand interconnect using a Dragonfly+
topology.

All clusters except Frontera use hyperthreading, i.e., they have two logical threads for
each physical core. In this section, we use the computational tools and optimal settings
described in chapter We detail the used settings and SeisSol versions in appendix [A]

9.1. Earthquake-Tsunami Benchmark

This section follows the discussion in [79, Sec. 6.1]. We extend an earthquake-tsunami
benchmark scenario, called “Scenario A”, from [102]. It models a megathrust earthquake
with an idealized dynamic rupture earthquake source on a planar fault. The tsunami
setup assumes a flat bathymetry and inundation on a linearly sloped beach. We use this
setup to compare our fully coupled method with a standard one-way linking method. We

129



Chapter 9. Scenarios

375
a)
.'/ 1

y

y (k]
o
o

sea surface height [m
sea surface height [m]

| | — Fully coupled
SWE

|
=g
sea

-375 - —
305 0 495 400 200 0 200 400
x [km] x [km)]

Figure 9.1.: Figure taken from [79]. Sea surface height of (“Scenario A” of [102]). (a)
Snapshot of sea surface height (1) of our fully coupled model at ¢t = 120s.
(b) Comparison of our fully coupled model with the one-way linked model.
Cross section (black line in (a)) at y = 0km, also at ¢ = 120s. Shown in blue
is the sea surface height from our fully coupled model, and shown in red is
the reference solution using a one-way linking (by time-dependent sourcing)
with the non-linear shallow water solver sam(oa)?-flash. We used the same
earthquake simulation results, obtained with polynomial order 5, for both
methods.

do not expect our model to agree completely with the results presented in |[102]. While
we should match the tsunami itself, we expect differences due to ocean acoustic waves
excited by the high-frequency seismic waves from the earthquake [3]. Furthermore, our
fully coupled model does not include the sloping beach.

We model the crust as a homogeneous medium, with density p = 3775kgm™ and
wave speeds ¢, = 7639.9 ms~! and ¢, = 4229.4ms~!, which represents a typical material
estimated for oceanic crusts in subduction zones |176]. We consider an Myy 8.5 earthquake
and model the rupture by a dynamic rupture model with a linear slip-weakening friction
law [6]. This friction law is computationally relatively inexpensive, and the cost of the
friction solver is constant throughout the simulation. The fault lies at a depth of 35km
and connects to the surface. It has a dip of 16°. The rupture stops when reaching the
surface, as we set a higher fault strength there. Notably, the mean rupture velocity
of 3.5kms ! is smaller than c,. Hence, the resulting earthquake is called a subshear
earthquake. However, the rupture transitions to supershear speed locally.

We added a water layer of depth 2km with a density of p = 1000kgm ™ and an
acoustic wave speed of ¢ = 1500ms™! to this Earth model. On top of the ocean, we
use the gravitational free surface boundary condition to include tsunami propagation.
Inside the crust, we use an element length of 400m at the fault and 250 m at the
nucleation patch. The water layer is meshed with element lengths up to 2 km; however,
because we use conforming meshes, it is also automatically refined at the fault. As we
use higher-order polynomials, the actual resolved resolution is lower. In our case, we
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Figure 9.2.: Wave structure of the fully coupled simulation of “Scenario A”, from [102].
We used a line at y = Okm with a spatial resolution of 1km and a time
resolution of 50 Hz. a) shows the sea surface vertical displacement and b)
shows the seafloor displacement. The effect of the ocean response and the
tsunami are visible in a). We observe seismic waves in both a) and b).

consider NV = 5 polynomials. Hence, the minimal resolution at the nucleation patch is
approximately 50 m. The mesh for the earthquake (without the water layer) has roughly
16 million elements. Adding the water layer increases the mesh size to 29.5 million
elements. For all simulations with this setup, we use a CFL constant (equation ) of
C(N)=0.35(2N +1)7!

In , we compared our fully coupled model with a two-step linking approach. For the
latter, the displacement from the earthquake simulation was interpolated to a Cartesian
grid using bi-linear interpolation. This seafloor displacement was used as a time-dependent
source term in the two-dimensional non-linear shallow water equations solver sam(oa)?-
flash, which uses a second-order Runge-Kutta DG method and dynamic adaptive mesh
refinement. For details, we refer the interested reader to . The tsunami model
contains a linearly-sloping beach at x = 240 km, which we did not include in our fully
coupled model. We simulated this with a rate-2 LTS scheme up to 120s.

It is clear from the results (figure that both modeling strategies capture the same
tsunami. However, there are some differences. On the right, we can see that the beach in
the one-way linked model leads to slight differences close to the boundary, which do not
influence the tsunami elsewhere. On the left, we can see high-frequency oscillations (with
period < 5.3s) in the fully coupled model. These oscillations have a small wavelength
and correspond to reverberating acoustic waves in the ocean. The one-way linked model
does not contain these waves, as they are not included in the used physical model, which
assumes that the ocean is incompressible.

To better investigate the wave structure, we placed receivers on a y = 0 km slice on
the seafloor with a spacing of 1000 m and used a longer simulation time of 300s. We
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simulated this with SeisSol version 1.0.1 [167]. Figure shows a space-time plot of the
vertical velocity of our fully coupled model. We compare the displacement at the sea
surface (a) with the seafloor (b). The seismic waves are clear in both figures. Acoustic
waves can be seen on the sea surface as transient waves. We can observe the beginning of
the tsunami propagation, moving with speed /gH =~ 140ms~! on the sea surface. Note
that we can see some reflections coming in from the boundary of our simulation; however,
they do not seem to affect the tsunami. We ran this on 256 nodes of SuperMUC-NG,
resulting in a sustained performance of 312.2 TFLOPS. The simulation took roughly 10
hours and 56 minutes. We used a rate-5 LTS scheme for this simulation and a wiggle
factor of A = 1, which resulted in a clustering (figure [9.3) with an expected speedup of
5 compared to GTS. This LTS configuration demonstrates that our scheme can handle
rates other than 2.
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Figure 9.3.: LTS clustering with rate-5 for the earthquake-tsunami benchmark mesh.
The y-axis (logarithmically scaled) shows the number of elements per cluster
while the x-axis shows their respective minimum time step sizes in terms of
the globally minimal time step size (At)min ~ 107.22 ps.

To summarize, this experiment shows that our model captures a tsunami that is
identical to the one obtained from a standard one-way linked model. However, it also
shows that our model includes more waves than the classical coupling strategy because it
allows the ocean to be compressible. Furthermore, it demonstrates that we can use a
rate-5 LTS scheme.

0.2. Palu, Sulawesi 2018

A devastating Mw 7.5 earthquake struck Palu Bay on the island of Sulawesi, Indonesia
on September 28, 2018. It triggered an unexpected local tsunami. In this section, we
present a fully coupled model of this event, following our paper |79 Sec. 6.2].

This event is interesting from a geophysical perspective for two main reasons. The first
is that the rupture happened with supershear speed, i.e., it moved faster than the shear
wave speed. The second is that it was a strike-slip earthquake that nevertheless induced
a tsunami. This type of mechanism leads to predominantly horizontal displacement. As
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Figure 9.4.: Figure taken from [79]. Results of our fully coupled model for the Palu
earthquake tsunami. a) Map view of the resulting tsunami. The vertical sea
surface velocity at t = 15s is shown. The black lines indicate the location
of faults, and the star is the earthquake’s epicenter. b) 3D visualization of
the sea surface height in meters at t = 60s. The sea surface is exaggerated
by a factor of 2000. c¢) 3D snapshot at ¢ = 15s. We show the slip rate on
the fault and the vertical velocity on the free surface. On the free surface,
the vertical velocity is shown. The earthquake rupture front is highlighted
and has a—for supershear earthquakes characteristic—trailing mach front.
d) Map view of sea surface height at ¢t = 15s.

tsunamis are typically induced by vertical displacement, this tsunami was unexpected.
The cause of the tsunami is highly debated [104].

[163] showed that the tsunami can be explained by displacements resulting from the
interplay of earthquake rupture and the complex geometry of the bay. However, this
paper used a standard one-way linking approach to model the tsunami. As we discussed
in chapter [7] this method of tsunami simulations makes strong assumptions. Hence, we
present a fully coupled model which can capture the full dynamics of the event, starting
from earthquake rupture, to wave propagation in both elastic (Earth) and acoustic (ocean)
media, to tsunami propagation. For this, we extended the model published in |163]
by adding a water layer on top of the Earth, corresponding to the ocean. We use our
gravitational free surface boundary condition to enable tsunami propagation.

Our meshes use a maximum element size of 5 km. We refine in a cuboid with coordinates
x=5km+70km,y = 0km + 180 km and z = —8 km 4 34 km, which includes our region
of interest and the water layer. We use the following two meshes:

M is a medium-sized mesh with roughly 89 million elements. It has a water layer
resolution of 100 m and uses elements with 1km length in the refinement zone.

L is our large mesh with roughly 519 million elements. It resolves the water layer with a
resolution of 50 m and seismic waves in the refinement zone with 500 m.

We run the M mesh for 100s, which is enough to capture the entire earthquake dynamics.
The tsunami reaches the coast in this time frame. We run the L mesh for 30s, which is
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enough to capture the earthquake mechanics, tsunamigenesis, and initial acoustic wave
propagation in the ocean. The water layer causes the majority of the computational
effort: In the L mesh, 453.7 million elements discretize the ocean, increasing the total
mesh size by a factor of 8.

We observe frequencies up to 30 Hz for the L mesh in the acoustic receivers. Using the
heuristic that we require two elements per wavelength to reach an acceptable error, we
would expect to resolve frequencies up to 15Hz in the water layer [71]. The fast-moving
supershear dynamic rupture source produces a sharp Mach cone (figure[9.4)). The velocity
wavefield is highly complex and is a superposition of elastic waves in Earth, acoustic
waves in the ocean, for which we expect periods shorter than 1.6s, and the tsunami.
As figure shows, the rupture arrives at Palu Bay at 15s. While the seismic waves
strongly transiently affect the wavefield, they do not contribute to the tsunami generation,
as seen in the displacement field in figure [9.44d.
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Figure 9.5.: Figure taken from [79]. Comparison between one-way linking (lower row)
and fully coupled model (upper row). Both models capture the tsunami.
The main difference between both models is the sharpness of the wavefront.
Various factors, including the non-hydrostatic ocean response, may cause
these.
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The results (figure of our fully coupled model show several differences from a
one-way linking model. We compare the fully coupled model to one-way linking with
a non-linear shallow water solver. Southeast of the fault, we observe subsidence, and
northwest of the fault, we see the uplift of the ocean. Both are caused by the seafloor
displacement, visible in figure [0.4d. The wavefronts are parallel to the fault trace at 40s.
As the water is shallower there, the tsunami propagates slower at the boundaries of the
bay where the fault enters or leaves. At 100s, we no longer see these clear patterns: We
can observe more complex behavior, such as wave reflections, along the coast.

While both models result in mostly similar wavefields, there are some differences. The
most pronounced one is that the one-way linked model produces a sharper wavefront.
One possible reason might be the non-hydrostatic effect of the ocean, as discussed in
section

We use a CFL constant of C(N) = 0.35(2N + 1)~! for all simulations, as done in [79].
We activated a wiggle factor search for factors A\ = 0.51,0.52,...,1.0 and allowed a
performance loss of 1% from the automatic merging of clusters. We deactivated the
automatic cluster merging for simulations without wiggle factor (A = 1).

The best wiggle factor for the M mesh is A = 0.65 with 8 time clusters. The resulting
clustering requires 91.3 % of the updates of the clustering with A = 1, which has 11
clusters. While the A = 1 leads to a speedup of 24.7 compared to GTS, the A = 0.65
clustering is 27 times faster than GTS.

The wiggle factor and automatic cluster merging have a stronger effect for the L
mesh. The rate-2 LTS scheme with A = 1 (figure reduced the number of necessary
updates by a factor of 30.2, compared to GTS. Most elements, more than 86 %, are in
the cluster with time step size 32(At)pyin. The optimal wiggle factor A = 0.71 leads
to the clustering shown in figure which requires only 79.3 % of the time steps of
the A = 1 simulation. Compared to GTS, this optimized clustering is 38.1 times faster.
Additionally, the automatic cluster merging reduced the number of clusters from 12 to 8.
However, the number of elements in the cluster with time step (At)pyin decreased from 80
to just 8 elements, which could reduce the performance in practice because small clusters
are harder to parallelize.

In [79], we used an older version of SeisSol that uses a different implementation of LT'S,
dynamic rupture, and the gravitational boundary condition. The results of [79] for the L
mesh were obtained on 3072 nodes of cluster SuperMUC-NG, resulting in approximately
3.14 PFLOPS of sustained average performance and a simulation runtime of 5 hours and
30 minutes. Running the same setup on 6144 nodes of Shaheen-II reached an estimated
performance of 2.3 PFLOPSH These performance numbers include free surface output
(every 0.1s) and receiver output (every 0.01s)

We simulated the M mesh simulation with version 1.0.1 of SeisSol [167], the version
presented in this thesis, on 1000 nodes of the cluster Frontera. The version with A = 1
achieved a performance of 1.3 PFLOPS and took roughly 3 hours and 57 minutes. Using
A = 0.65 led to a sustained performance of 1.2 PFLOPS and a time-to-solution of 3

!The simulation timed out after ~16 s simulation time. Performance is an extrapolation from the number
of calculated FLOPS of the SuperMUC-NG simulation and from the execution time on Shaheen-II.
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Figure 9.6.: Elements clustering for the L mesh. The y-axis (logarithmically scaled) shows
the number of elements per cluster while the x-axis shows their respective
minimum time step sizes in terms of the globally minimal time step size
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hours and 48 minutes. As the performance of supercomputers can vary between runs,
this measurement is insufficient to decide which version is faster. The results of both
simulations agree with each other and with the results in [79].

To summarize, we have shown in this section how we can apply our fully coupled
model to a realistic model of an earthquake-tsunami event. Our results compare well to
one-way linking. However, the fully coupled model leads to a smoother tsunami. Our
fully coupled model relies on the significant speedup due to LTS, further enhanced by
the wiggle factor. Simulations with this setup have reached sustained performance in the
petascale range on the cluster Shaheen-1I, SuperMUC-NG and Frontera.
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9.3. Helsinki Metropolitan Area

This section summarizes [82]. The Otaniemi project is an enhanced geothermal sys-
tem (EGS) constructed by the company St1 Deep Heat Oy for district heating. It is a
geothermal doublet system, situated roughly 6 km below the campus of Aalto University
in Otaniemi, a district in Espoo, next to Helsinki. Induced seismicity is a necessary side
effect of EGSs, as fluid injection is used to increase the flow rate. The stimulation for this
project was done in two phases. We focus here on the first phase, in June and July 2018,
in which roughly 18 000m? of water was pumped down. This induced thousands of small
earthquakes [90]. Figure shows an overview of this. A second, smaller stimulation
occurred in May 2020, where 2900 m? water was used.

It is crucial to quantify the risk and discomfort caused by these events. Prior work
mainly focused on quantifying the risk of ground shaking [17, 75]. However, not only
ground shaking is relevant, as sounds such as rumbling have been reported for events of
various sizes [25) 40, (62, |151]. For the stimulation experiment conducted in the context
of the Otaniemi project, over 300 macroseismic events were collected in 2018 and 2020 [4]
64, |91}, 128]. These reports correspond to a certain annoyance level of the public. The
association of EGSs with disturbances can lead to a lower acceptance level in the public,
as has been demonstrated, for example, in Switzerland [148]. Hence, research into ground
shaking and audible signals is required to better inform the public, ideally leading to a
higher acceptance for similar projects.

Limiting the strength of these induced events (e.g., measured by magnitude or peak
ground velocity) is important to control the hazard and nuisance. The current state of
the art is traffic light systems (TLSs) [11]. TLSs assume that real-time monitoring and
associated reactions are enough to avoid hazard [9]. However, this requires a fine-tuned
earthquake hazard forecasting tool as otherwise large events, such as the 2006 Basel,
Switzerland event, can still be excited [54]. These forecast models can be complex
multiphysics models [48] or probabilistic models |136, [137]. However, most of these TLS
have in common that they work under the belief that such induced earthquakes do not
typically lead to audible signals [105]. They thus do not consider noise [170], which is
at odds with the macroseismic reports [64] and the perception of the public [148]. In
Helsinki, a traffic light system was deployed [4], which, together with an adaptive fluid
injection protocol, successfully limited the magnitude of the events [4, 88, 89]: The largest
of these events with M, 1.8 did not exceed the maximum target magnitude of My, 2.1.

We focus on this event, which corresponds to event 13 of [64]. As it generated audible
noise, further research into the mechanism of sound excitation is required. Related work
includes research into inaudible sounds, such as infrasound, which can be excited by
coupled effects of P waves, S waves, and surface waves [42, |60, 112} 140]. However,
sound can also be generated by secondary sources (e.g., due to topography) [8, 91] or by
weather phenomena. The latter effect and the related influence of temperature can be
included in ray tracers [8] or other approaches [173,174]. Infrasound can be measured by
a mature network of infrasound sensors |56, [66] or by temporarily deployed sensors |171].
On the other hand, measurement networks are not as mature for audible sound; hence,
observations are rather sparse. It is well known that small to medium-sized earthquakes
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Figure 9.7.: Figure taken from [82]. Overview of induced seismicity from the St1 Otaniemi
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project and our simulation setup. This figure uses the Web Mercator coordi-
nate system, which differs from the simulation’s map projection. (a) Study
area location in Northern Europe, marked by a black symbol correspond-
ing to the black rectangle in (b) and (c). (b) Study area in the Helsinki
metropolitan area. The black square marks the computational domain. (c)
As in (b), the large black square denotes the 12km x 12km simulation do-
main. The circles represent 220 macroseismic reports stimulations in 2018:
Black-outlined circles indicate sound observations, gray-filled circles represent
shaking sensations, and gray circles with black outlines signify simultaneous
sound and shaking. The dashed red polygon marks the refinement area of
our simulation, which contains the source region and neighboring area. The
FIN2 microphone array location is shown by an inverted triangle [91], while
other triangles represent selected seismic stations used for data comparison.
The star marks the location of the largest induced My, 1.8 event 13 in [64].
We use its location as the origin of all maps. (d) Area surrounding the source.
The red line is the 2018 borehole trajectory, which is not perfectly vertical.
After it reached a depth of 5km, it traveled northeast. The black dots are
203 large, manually revised event locations [64].
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can also lead locally to audible noise [106, 150, [155].

These sound excitations are often approximated by the relationship between the vertical
ground motion and the sound pressure level [63, 91} |161]. We want to estimate the sound
pressure level (SPL) in the air induced by a seismic wave. Consider a plane wave moving
up in the z-direction and crossing the elastic-acoustic interface. Using the planar wave

ansatz (equation (8.10)),
1
p(z,t) =cos(ct —z), w3(z,t) =—cos(ct—z), (9.1)
pc

is a solution to the acoustic wave equation (equation (2.79)). Furthermore, we know
from equation (2.95)) that both traction and vertical velocity are continuous across the
elastic-acoustic interface. Using this assumption, we can write equation (9.1]) as

Ap = pcus, (9.2)

where p and c are the density and acoustic wave speed in the air and vs is the vertical
velocity measured in the solid. Equation directly relates measurements done on Earth
(v3) to the pressure perturbation measured close to the surface in the air (Ap). Of course,
in practice, a realistic source never only generates strictly vertically propagating planar
waves. However, if the vertical distance to the source dominates the horizontal distance,
the incident angle of the P wave is nearly normal. For this situation, equation is
approximately valid.

The human hearing range is limited to sounds in the range of 20 Hz to 20kHz [44].
Sound that is below this range is called infrasound [110]. It can be excited by various
anthropogenic sources or by natural phenomena such as earthquakes. Even though
infrasound is typically not heard, it can be perceived by humans as vibrations, given a
sufficiently high sound pressure level [110]. In this section, we focus on quantifying the
SPL and do not consider how humans perceive the sounds. However, we correlate the
spatial distribution of the SPL with reports of heard sounds.

For the earthquakes induced in the Helsinki metropolitan region, the macroseismic
reports show a strong spatial variation with fine-scale features |64], which figure
illustrates. These small scale features and the minimum frequency of 20 Hz, which is
required to resolve audible sound, require a very fine resolution 71|, which leads to a high
computational workload. Thus, we must use high-performance computing tools capable
of simulating elastic-acoustic wave propagation, such as the one developed in this thesis.

We compute high-resolution fully coupled elastic-acoustic simulations for the largest
M7,1.8 earthquake event 13 in [64] that was induced during the stimulation phase of the
Otaniemi EGS. Our setup contains a 12km x 12km area with a sub-element refinement
of up to 2.3m. We use a local velocity model and realistic topography to set up our
simulation. We compare with measurements of both seismic and acoustic signals, and
we evaluate the agreement with the macroseismic reports. Furthermore, we use our
numerical laboratory to investigate the effect of the orientation of the moment tensor on
results.

In section [9.3.1], we discuss the setup of our numerical experiments and introduce a
novel workflow to compute high-resolution peak SPL maps. In section [9.3.2] we discuss
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Table 9.1.: This table (taken from [82]) shows the five investigated earthquake source
mechanisms. Event 13 is the reference My, 1.8 event induced during the
stimulation on the 16th of July 2018. We used the source mechanism described
in [64]. The mechanisms Strike + 90, Dip + 90, and Rake + 90 are constructed
by rotating the reference event by 90°. Finally, the slip vector of the Orthogonal
mechanism is orthogonal to Event 13 and Strike + 90.

Event Event 13 Strike + 90 Dip + 90 Rake + 90 Orthogonal
Strike (°) 328 58 148 328 216
Dip (°) 31 31 59 31 52

Rake (°) 161 91

71 71 289
T YR L U I

the results: We compare our synthetics with observations Furthermore, we discuss the
effect of the source orientation on the resulting peak ground velocity (PGV) and SPL
maps. Finally, in section we summarize the application and discuss the implications
of our model and its limitations.

9.3.1. Numerical Experiments
Source

We focus on the My, 1.8 event 13 of [64], which happened on 2018-07-16 at 17:26:03 UTC.
Its hypocenter was located at 60.196°N, 24.837°E at a depth of 6.1km. Following [90L
100], we convert the local magnitude to the seismic moment by the relation

MO — 10(ML+7.98)/0.83‘ (93)

We model this event by a point source using the Brune source time function

S(0) = {exp(-(t —10)/T) (t —t0)/T? (t—1t9) >0

, 94
0 else (94)

where tg = 0.05 s is the onset time and 7' = 0.02 s governs the source duration [18,
101]. The source has a corner frequency of around 24 Hz. Similar short source durations
have been reported for events of similar size [158]; however, it is difficult to constrain
the corner frequencies of such small events [1]. Hence, we must experimentally verify
whether our choice fits the data well. Furthermore, we created multiple rotations of this
source (table , which we use to perform a parameter study.

Mesh

We use a domain of size 12km x 12km x 15km that is centered on the source location.
On top of the Earth, we put a 2km thick air layer. We incorporated accurate topography
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data with 2 m resolution from the National Land Survey of Finland to model the elastic-
acoustic interface. We created two meshes, one that is fully coupled and includes an air
layer and one that only contains the Earth but has a higher resolution.

In the fully coupled mesh, we focus on a cone-shaped refinement region (figure ,
which includes the earthquake source and the Munkkivuori neighborhood. We used
element sizes of 97m (Earth) and 14m (air) in this refinement region. This small
resolution is required to accurately resolve the high-frequency content of the solution [69].
We gradually decrease the mesh resolution outside the refinement area to a maximum
element size of 2km. The larger domain size and the coarser resolution serve as a
cost-effective sponge layer that helps mitigate reflections from the imperfectly absorbing
boundary conditions. Near the elastic-acoustic interface, the mesh is automatically refined
to account for topography details, leading to smaller element sizes. Furthermore, we use
a conforming mesh, which restricts the flexibility of the mesh generation. Hence, some
elements may be much smaller than the target resolution: 1% of all element edges are
smaller than 7.04 m! We use polynomials of degree five, achieving sixth-order accuracy in
space and time and leading to an effective resolution of 16.2m (Earth) and 2.3 m (air) in
our refinement region. Our mesh comprises 40.9 million elements, with the computational
cost primarily attributed to modeling acoustic wave propagation in air, similarly as
observed for the Palu scenario (section [9.2)).

In the Earth-only setup, which does not include an air layer, we use a uniform mesh
resolution of 70m in the Earth. This mesh consists of 32.5 million elements. Including
a high-resolution air layer for the entire domain would pose significant computational
challenges.

Velocity model

Below the surface, we adopt a one-dimensional seismic velocity model [94], obtained
by vertical seismic profiling at the injection well. It describes the P wave velocities,
which increase from 5.9kms ! at the surface to 6.5kms™! at 3km depth, followed by
a decrease to 6kms ! at 6km depth. The S wave speed is vp/vg = 1.71. We use a
constant density of 2700 kgm 3 in the Earth. In the air, we use a constant acoustic wave
speed (c = 340.5ms~!) and density (p = 1.225kgm~3).

Output & post-processing

We placed a grid of receivers in the fully coupled simulation with a spacing of 100 m within
the high-resolution refinement area at an elevation of 0.5 m above the elastic-acoustic
interface, capturing synthetic acoustic fields. Additionally, we placed receivers just below
the acoustic grid at a depth of 0.05m to capture the seismic wavefield. Thus, we have a
grid of 1386 receiver pairs, which allows us to compare the seismic wavefield with the
acoustic wavefield. Furthermore, we added receivers at all ST1 borehole sensor locations
and the surface stations of the 2018 HE and OT networks [64]. We marked the subset of
these sensors used for data comparison as triangles in figure We placed the FIN2
acoustic sensors [91], visualized as inverted triangles in figure in our simulation at a
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height of 0.5 m. All receivers record 200 times per second.

We write free surface output every 0.1s unless we want to compute the horizontal
peak ground velocity with the Earth-only setup, in which case we write it every 1ps. In
addition, we activate the volume output for some simulations, which we write every 0.1s.

Calibration

We assume that we can approximate the peak pressure in the air by the peak ground
velocity measured directly below the interface, using the plane wave assumption given
by equation (9.2). We try to validate this rule of thumb and calibrate it using the
synthetics obtained from our fully coupled simulation. Hence, we assume that the
pressure perturbation Ap follows the relationship

(Ap)peak =cy+ clvgeak + e, (9.5)

where (Ap)P* is the peak SPL and vgeak is the peak velocity on the free surface.
The model parameters are the intercept c¢g, summarizing factors such as topography
or source effects, and the slope ¢;. Finally, ¢ is a normally distributed error term.
Equation is a simple linear regression model and can thus be fit by a standard
least-squares minimization. If equation were perfectly accurate, this would result in
the parameters cy = 0 Pa and ¢; = pc =~ 417.1 Pasm™! |21} 91} [161].

We compute the coefficients with the data obtained in the refinement zone of our fully
coupled simulation, which consists of the peak ground vertical velocity just below the
ground and the peak SPL just above the ground. Note that we must fit a model for
each source rotation (table . As a result, we get optimized values for ¢y and ¢y for
each source, which we can use to predict the peak SPL from the peak ground vertical
velocity. The resulting two-step workflow combines the results from the fully coupled
model with the high-resolution Earth-only model: First, we use the data obtained from
the refinement region of the fully coupled model to fit equation . Second, we use
the peak vertical ground velocity obtained from the high-resolution Earth-only model
to predict the peak SPL. This workflow results in highly accurate approximate sound
pressure levels without too much computational cost.

Phase estimation

We want to examine the influence of the P wave and S wave on the disturbance patterns.
To do this, we segment the wavefield into a part belonging to each wave. We assume
that the S wave arrives at a point with distance d to the source at t%(d) = d/c3..., where
S« = 3.83kms~! is the fastest S wave speed in our velocity model. Using this, we
assume that at a location with distance d, seismic signals stem from the P wave for all
t € (0,t%(d)) and from the S wave for all other times. As we use an upper bound for the
S wave arrival time, we underestimate the duration of the P wave. However, this does
not significantly bias our results because the P wave coda has a much smaller amplitude

than the S wave.

C
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Figure 9.8.: LTS clustering for the Helsinki setups. Note that this figure uses a log-log
axis.

LTS & computational aspects

We use a rate-2 LTS scheme and a CFL constant of C(N) = 0.2(2N + 1)~! and
C(N) = 0.1(2N + 1)~! for the fully coupled and Earth-only simulations respectively. For
this scenario, the newly developed LTS scheduling algorithm, as described in chapter [6]
was crucial because the simulations did not run with SeisSol’s older LTS implementation.
This is because the stark differences in resolution and wave speeds lead to a small
minimum time step and many clusters. In detail, the fully coupled mesh has a minimum
time step size of (At)min = 1.8 s and a clustering, depicted in figure that leads to a
speedup of 64.8 compared to GTS. Even though we targeted a uniform mesh resolution
for the Earth-only model, it showcases the LTS speedup very well. Figure shows the
resulting clustering, resulting in a speedup of 586.7 over the GTS scheme. The scenario
has a minimum time step size of only (At)pyin, = 68.4ns. We use a CFL constant of 0.1
and 0.2 for the Earth-only and fully coupled simulations, which are much smaller than
the CFL constants that we typically use. The small time step sizes, combined with the

143



Chapter 9. Scenarios

high LTS speedups, hint that the quality of the meshes is not optimal. Using a wiggle
factor of A = 0.86 would lead to a minuscule speedup of 1.2 % for the fully coupled model.
For the Earth-only model, a wiggle factor of A = 0.51 leads to an even smaller speedup
of 0.2%. Hence, we did not use the wiggle factor for these simulations.

We simulated up to 3s and used the clusters SuperMUC-NG and Mahti. Using 200
nodes of SuperMUC-NG, the fully coupled simulation took around 1.25 hours.

9.3.2. Results
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Figure 9.9.: Figure taken from [82]. Shown are the vertical ground velocity (a,c) and the
surface velocity magnitude (b,d) for the My, 1.8 event 13. (a,b) are at 1.2,
which is the time where the effect of the P wave is clearly visible. (c,d) show
the effect of the S wave, at roughly 2s.

We are now ready to discuss the results. Figure [0.9 shows the vertical velocity and
velocity magnitude at the Earth’s surface, showcasing source effects, radiation patterns,
and the maximum 10m high topography, which leads to scattering that does not cause
strong decoherence of the wavefronts but leads to visible coda effects [121] [153].

Additionally, we present the three-dimensional fully coupled wavefield (figures
and at selected time steps. Figure sketches the computational mesh used in
our simulation. We can see the P wave energy in figure [0.10p and the S wave energy in
figure [0.10c. Figure highlights the interaction of elastic and acoustic waves at the
interface: While the P wave has already left the domain at 2s, we still see the reflected
S waves in the Earth and the transmitted acoustic wave in the air.
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Figure 9.10.: Figure taken from . a) shows the computational mesh with elastic
and acoustic layers and the refinement zone. b) and c) show the vertical
displacement at the surface and the velocity magnitude in the Earth at 1.2s
and 2.0, respectively. The displacement in ¢), associated with the S wave,
is larger than in b), caused by the P wave.

Comparison with measurements

We compare two types of measurements: seismograms and acoustic data. We begin with
the former. Figure shows three-component seismograms of selected stations (two
broadband, four short-period). We filtered both synthetics (red) and observations (black)
in the range of 1 Hz to 10 Hz, which allows us to focus on first-order features such as P
and S wave travel times and relative amplitude. Our synthetics are an excellent fit for the
observations, which shows that our model is reasonable. Additionally, the arrival times
at the stations indicate that the local velocity model is a good match for the geological
situation in the area. We manually aligned the synthetics and measurements in figure [9.12
such that the P arrival time matches. While we aligned each station separately, the
required time shift varies only by up to 0.02s, again demonstrating that the velocities in
the region are mostly homogeneous.

Furthermore, we can see that the source moment tensor, obtained from first-order
polarity data and waveform inversion , matches the true source well. This
leads to the observed nearly perfect consistency of the polarities and the P wave to
S wave amplitude ratio of synthetics and observations. However, some small structural
heterogeneities manifest in differences between measurements and synthetics. For this,
consider, for example, the difference in the S wave in the HEL1, PK01, KUN, and MKK
stations in the N channel.

We also compare our synthetics with acoustic measurements from and focus on
the FIN2 array, as the FIN1 array had a lower data quality. Similarly to the elastic
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Figure 9.11.: Figure taken from . Volume visualization showing the acoustic and
elastic wavefields within specific radii around the source at 2s. The acoustic
wavefield is presented in a cylindrical region with a radius of 2km, while the
seismic wavefield is displayed within a radius of 4km. It shows two distinct
wavefronts in the acoustic layer: The upper wavefront corresponds to the
P wave excitation, and the lower wavefront represents the excitation caused
by the S wave. In the elastic layer, the visualization captures the reflected
S wave (S-S) and the reflected P wave (S—P). These reflections originate
from the interaction between the incident S wave and the elastic-acoustic
interface.

measurements, we are interested in the first-order properties of our acoustic data. Hence,
we consider waveform envelopes (figure and spectrograms (figure . The FIN2
array comprises four sensors deployed within an 80m distance. In contrast to the
seismograms, the acoustic measurements have much higher inter-sensor variability, which
our synthetics do not match (figure . However, the (not normalized) envelopes are
consistent with the measurements as the absolute amplitudes of the P wave (x0.005 Pa)
and S wave (=~0.01 Pa) obtained from our fully coupled simulation are in the range of the
observed values. The P wave and S wave arrival times match well, and both observations
and measurements show that the S wave has a higher amplitude than the P wave. The
main differences between synthetics and observed values are that we neither match the
intra-array difference nor the energy content of the P and S wave coda.

Figure compares the spectrograms of synthetics and observations. Here, we
observe the same patterns: The difference between stations is significant, and we match
the P and S wave arrivals well but do not match the coda. Furthermore, the S wave
carries more acoustic energy than the P wave. We limit ourselves to frequencies of up
to around 25 Hz, as these are resolved well by our simulation. The energy content in
higher frequency bands of our simulation is likely corrupted by numerical issues such as
dissipation and dispersion, which, in part, is caused by the Gibbs phenomenon due to
the high-order approximation scheme that we employed .

Hence, to summarize, we match the first-order properties of both seismic and acoustic
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Figure 9.12.: Figure taken from [82]. We compare observed (black) and synthetic (red)
velocity waveforms at two permanent broadband (HE) and four temporary
short-period seismic stations (OT). We processed the seismic records by
removing the instrument response using pre-filter corner frequencies of
0.5 and 40 Hz, with a bandpass filter (1 to 10Hz) applied to both data
and synthetics. We manually aligned synthetic and observed waveforms
based on the P wave arrival time to account for the arbitrarily chosen
onset of our source time function. This alignment varies by up to 0.02s
between stations to accommodate for velocity heterogeneities absent in our
one-dimensional velocity model. We normalized the synthetic and observed
velocity waveforms individually by the peak velocity indicated in the last
two columns.

measurements well. However, this analysis shows the limits of our computational setup.

Calibration

We fit the linear regression, given by equation , using the statistical library statsmod-
els [139]. Table shows the obtained coefficients for all considered sources. The
intercept is non-zero for all sources, which implies that there are non-linear effects. The
slope is smaller than the theoretical prediction of equation . The intercept and the
slope are statistically significant at the p < 0.001 level. As the coefficient of determination
r2 indicates, the fit is good for all sources.

For the My, 1.8 event 13, the values ¢y = 0.00118 4+ 0.00036 and ¢; = 393.64 + 9.11,
where + gives the uncertainty with respect to the 95 % confidence interval, result in a
good approximation. Figure [9.15] shows the excellent agreement of the predicted SPL
with the SPL obtained from the fully coupled model. However, there are some outliers,
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Figure 9.13.: Figure taken from [82]. (a) Envelope of the acoustic measurements of the
FIN2 stations [91]. Even though the distance between stations is only about
10m to 30 m, we see stark differences between the stations. (b) shows the
envelopes of our synthetic measurements. Here, the data for all sensors
agree with each other. For both (a,b), we used a 1 Hz high-pass filter and
afterward smoothed the envelope with a centered moving average filter with
a window size of 0.04 s, similarly as done in [91].

especially for high peak vertical velocities.

Table 9.2.: Results of the linear regression for all considered source rotations. The
symbol =+ indicates a 95 % Student-t confidence interval and 2 is the coefficient
of determination.

Source Intercept Slope r

Event 13 0.00118£0.00036 393.64+ 9.11 0.839
Strike + 90 0.00243 £0.00048 356.224+13.34 0.665
Dip + 90 0.00155£0.00046 381.97+£12.30 0.728
Rake + 90  0.00030£0.00019 414.62+ 7.97 0.883
Orthogonal 0.00265=+0.00055 354.70+14.24 0.633

P & S waves

While it is commonly assumed that the P wave is responsible for the sound generation [63],
the situation is more complex in our case. Figure [9.16| shows the ratio of the peak SPL
during the P wave and S wave, using the windows which we defined earlier. For areas
close to the epicenter, the P wave is the dominating wave. Especially up to around 1km
epicentral distance, the S wave leads to a smaller SPL than the P wave. However, for
larger distances, the S wave becomes more dominant.
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Figure 9.14.: Figure taken from [82]. Spectrograms measured at the FIN2 stations [91]
(a) versus the synthetic spectrograms (downsampled by a factor of two) of
our simulation (b). We show weak and strong squared power densities as
light and dark colors. As we only resolve up to roughly 25 Hz, the frequency
content in the upper half of our synthetic may be caused by numerical noise.

Maps

We now discuss the results of our two-step workflow. Using the calibration results, we
now show the approximate SPL for the simulation domain, depicted as the black square
in figure[9.7] In detail, we use the linear regression coefficients from table to predict
the peak SPL from the measured peak vertical ground velocity. As mentioned before, this
combines the fully coupled simulations with the better-resolved Earth-only simulations.
Figure depicts the such generated maps. All maps use the Web Mercator projection.
We interpolated the pointwise SPL values to an equidistant grid centered at the source.
With an area of 8km x 8 km, it is smaller than the simulation domain, which helps to
minimize reflections stemming from our not perfectly absorbing boundary conditions.
Furthermore, the first row of figure [0.17] shows the macroseismic response distribution
associated with the My, 1.8 event 13. The markers correspond to reports of audible (‘x’),
shaking (diamonds), and combined (circles) sensations.

The first column shows the peak horizontal ground velocity (PGV) in mms . The
PGV is a standard measurement in earthquake engineering as it is a good proxy for
perceptible ground motion. We can see the effects of the source mechanism. Furthermore,
we observe topography effects.
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Figure taken from [82]. Comparison of the peak vertical velocity with the
peak sound pressure level for our fully coupled model of event 13 inside the
refinement zone. The red line shows the linear regression fit, also shown
as an equation in the box. We represent a 95 % prediction interval by the
shaded area.
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Figure taken from [82]. Comparison of the epicentral distance (x-axis) with
the ratio between the peak sound pressure level for the S and P wave. The
black line marks a ratio of 1. Close to the epicenter, the P wave is primarily
responsible for sound generation, while further away, the effect of the S wave
is more dominant.
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Figure 9.17.: Figure taken from . Five fully coupled simulations with variable source
geometries. Top row markers indicate observations and results tied to the
observed M, 1.8 event mechanism [64]: The symbols (‘x’, diamonds, circles)
denote audible, shaking, and combined sensations. The columns “Horizontal
PGV”, “SPL”, “SPL P wave”, and “SPL S wave” display peak ground
velocity (ms 1) and sound pressure level (Pa) estimates. Rows two to five
correspond to modified orientations of the original moment tensor point

source (table .
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The second column shows the reconstructed peak SPL in Pa. Again, the patterns
depend on the focal mechanism. Some regions have low sound excitation, which, due to
our linear approximation (equation (9.5))), implies that the peak vertical ground velocity is
small. However, the horizontal PGV is not necessarily zero in the same regions, which can
help explain why there are some regions where only audible disturbances were reported
without a corresponding shaking.

The last two columns show the peak SPL during the P and S wave windows. Here, we
use a different colormap for both waves, which hides the fact that the peak SPL induced
by the P wave is typically much smaller (compare also with figure .

The first row of figure shows the My, 1.8 event 13. The source mechanisms are
governed primarily by the response to the stress condition in the reservoir [89]. Thus,
most observed induced events were similar to our reference event [64, (94, 127]. As
demonstrated, the PGV and peak SPL patterns are directly related to the resulting
faulting mechanism. We also considered (rows two to five) other source orientations,
illustrating that different reservoir structures would impact the induced events. While
these sources are unrealistic for the stimulations in the Otaniemi project context, they
can be considered a case study of different reservoir configurations. Hence, the subsurface
response is another potential variable to consider when planning EGSs.

9.3.3. Conclusion

This section presented a model for an earthquake induced by the stimulation of an
EGS. We showed how it can be modeled using a realistic velocity model, topography,
and a realistic point source. We presented two setups: a fully coupled elastic-acoustic
model that directly captures the sound generation and a more refined Earth-only model.
Our models resolve frequencies that overlap with the lower limit of human hearing.
Furthermore, we presented a novel workflow that uses the synthetic sound pressure levels
computed from the fully coupled model to fit a linear regression model, which we then
used to predict the peak sound pressure levels from the peak vertical ground velocity
obtained from our Earth-only model.

We demonstrated that our synthetic seismograms and acoustic time series match the
observations well. Contrasting the usual assumption, the S wave led to the most intense
sound generation. Our results show that our implementation of elastic-acoustic coupling
can be used for this application. It could become an essential tool for the planning,
execution, and analysis of future EGS stimulations.

9.4. Summary

We have shown three setups for elastic-acoustic coupling. We used the first, the earthquake-
tsunami benchmark (section [0.1)), to discuss the effects of acoustic waves and to compare
our fully coupled model with one-way linking. The second, the Palu, Sulawesi, earthquake-
tsunami scenario (section , is a fully coupled setup for a real-life event. It showed that
our model can capture the entire dynamics of a tsunamigenic earthquake, from frictional
fault failure, to wave propagation in the Earth and the ocean, to tsunami propagation.

152



9.4. Summary

Our results compare well with the one-way linked reference model, and production runs
for this scenario achieved petascale performance on three supercomputers. The third
scenario, the St1 Otaniemi EGS in the Helsinki metropolitan area (section , showed
that we can use the elastic-acoustic coupling to simulate sound generated from small,
induced earthquakes. We presented a novel workflow to combine coarser fully coupled
simulations with highly resolved Earth-only models. These scenarios show that our fully
coupled model can be used to simulate realistic scenarios.

Furthermore, all scenarios used LTS to drastically reduce the time-to-solution. The
earthquake-tsunami benchmark used a rate-5 LTS to achieve a speedup of five compared
to GTS. The Palu scenario had an LTS speedup of 27 (M) and 38.1 (L). Finally, the
Helsinki scenario had a speedup of 64.8 and 586.7 for fully coupled and Earth-only setups,
respectively. The results show that our new LTS implementation works reliably for
different LTS rates, wiggle factors, and cluster merging configurations.
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Chapter 10.
High-Performance Computing

In this chapter, we present high-performance computing aspects of our implementation.
We begin by discussing the single node performance on AMD Rome and Fujitsu A64FX
CPUs in section Following these results, section introduces an algorithm to
set the affinity of our computation and communication threads so that they respect
non-uniform memory access (NUMA). In section[10.3] we summarize how we can optimize
SeisSol’s graph-based mesh partitioning method for the fully coupled model: Elements
can have different computational costs, for example, due to the gravitational boundary
condition or dynamic rupture. We must include this cost in the mesh partitioning to
achieve good load balancing. Finally, we evaluate the scalability of the Palu scenario in
section [10.4l on the cluster Frontera.

10.1. Single Node Performance

00on 8 NUMA nodes 00on 4 NUMA nodes
[ Dextrapolated from one NUMA node [ Dextrapolated from one NUMA node
P 2765 F-===========--------
peak peak
5 5
8 4000 |- 63.164.3 8 2000 -
=3 56.5 =
w3000 O]
38.6 41 398 37.137.9
2000 | ﬂ 1000 H ﬂ ﬂ ﬂ
T T T
predictor predictor+corrector predictor predictor+corrector
(a) Mahti, dual-socket AMD EPYC 7H12 (b) Isambard, Fujitsu A64FX

Figure 10.1.: Single node performance of SeisSol-proxy. The blue bars correspond to the
performance obtained on the entire node. For the red bars, we ran our
benchmark on one NUMA node and multiplied the resulting performance by
the number of NUMA nodes. Hence, this corresponds to the performance
in the absence of NUMA effects. The numbers above bars correspond to
the reached percentage of the peak performance.
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In this section, we investigate single node performance on the AMD Rome and Fujitsu
A64FX architectures. We ported SeisSol to the AMD Rome architecture in [79]. As
mentioned in section [4.4] SeisSol uses the code generator YATeTo [166] to map the
computational kernels to efficient code. It maps tensor expressions to subroutines for
small GEMM operations, which are then executed by optimized backends. On the AMD
Rome architecture, we use the backend LIBXSMM [59]. As this backend does not support
the Rome architecture directly, we generate code for the Intel Haswell architecture, which
uses the AVX2 vector instruction set that is also supported by the Rome CPU. To
evaluate our success, we use a performance proxy, called “SeisSol-proxy”, which executes
the computational kernels used in the wave propagation part of the solver on random
data [168]. The kernels are split into predictor and corrector, as outlined in section
The predictor is a strictly local computation; the corrector also depends on data from
neighboring elements. In this section, we ran the proxy for 100 loops, each with 300 000
elements.

Furthermore, we evaluate the effects of non-uniform memory access (NUMA). NUMA
architectures divide the CPU into multiple NUMA nodes. Each NUMA node owns a
part of the memory. Accessing nearby data, i.e., data directly connected to a NUMA
node, is fast, while accessing further away data is more expensive. Hence, the memory
bandwidth and latency depend on the location of the data. We expect these effects in
the corrector kernel but not in the predictor kernel. SeisSol uses the “first-touch policy”,
which allocates memory on the NUMA node where it is first accessed, ensuring that each
core processes elements located on the nearest NUMA node. However, this cannot help
us much with the corrector kernel, as data from other elements can be located on other
NUMA nodes.

In [79], we tested this hypothesis while simultaneously evaluating the single node
performance on the AMD Rome architecture. We used a single node of the Mahti cluster.
It is a dual-socket AMD Rome 7TH12 system with a base frequency of 2.6 GHz. Each
CPU has 64 cores and 4 NUMA nodes. We always use the entire node to ensure that
the clock rate does not increase to the turbo frequency of 3.3 GHz. Hence, we assume a
peak performance of 5325 GFLOPS per node. Our results are shown in figure We
compare running the kernels on all available cores or on one single NUMA node. Scaling
the latter performance with the number of NUMA nodes results in the extrapolated
performance, i.e., the performance we would get without NUMA effects. When running
only the predictor, we achieved a performance of 3360 GFLOPS (63 % of peak) on all nodes,
the extrapolated performance was 8 x 428 GFLOPS = 3424 GFLOPS, corresponding to
64 % of the peak performance. The difference between both results is insignificant, so
the predictor does not suffer from NUMA effects. The situation drastically differs for the
entire wave propagation kernel, i.e., running predictor and corrector. Here we achieved
2053 GFLOPS (38 % of peak) on all codes and 8 x 376 GFLOPS = 3008 GFLOPS (56 %
of peak) extrapolated performance. Thus, the corrector kernel exhibits strong NUMA
effects.

Using one MPI rank per NUMA node may make sense for this architecture. Of course,
this only moves the NUMA effects to the message passing; however, the kernels will
not suffer from NUMA effects. As mentioned in sections and we can hide the
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communication behind the computations. Thus, it seems likely that we could also hide
the cost of NUMA data transfer.

Additionally, we ported SeisSol to the Fujitsu A64FX CPU, which uses an Arm instruc-
tion set with Scalable Vector Instructions (SVE). We used the just-in-time compilation
interface of LIBXSMM and a modified version of PSpaMM, which we extended to gen-
erate SVE instructions, as code generation backends. We investigated the resulting
performance on the cluster Isambard [51]. Each of its compute nodes has one A64FX
CPU at 1.8 GHz with 48 threads, resulting in a peak performance of 2765 GFLOPS. The
CPU is divided into 4 NUMA nodes. An interesting detail about the A64FX CPU is
that it uses high-bandwidth memory, which should lead to faster memory access. To
check this, we measured the memory bandwidth with the software likwid [162]. Out
of five measurements, the best was a memory bandwidth of approximately 885 GBs~!.
To contrast, on one Mahti node, we measured only 340 GBs™!, less than half of the
bandwidth of one Isambard node. Considering that a Mahti node has a peak performance
that is roughly twice the peak performance of one Isambard node, it becomes clear that
the A64FX CPU has a significantly different machine balance.

The machine balance influences the performance of our kernels. To evaluate the
resulting effect, we repeated the experiment that we performed on Mahti: We ran
SeisSol-proxy on one A64FX CPU using 48 threadsE] Figure shows the results. We
achieved a performance (best out of five runs) of 1134 GFLOPS for the predictor and
1027 GFLOPS for both kernels, corresponding to 41 % and 37.1 % of peak, respectively.
When running only on one NUMA node, we achieved an extrapolated performance of
4 x 274 GFLOPS = 1099 GFLOPS and 4 x 261 GFLOPS = 1045 GFLOPS. Thus, we
observe no significant NUMA effects on this architecture. Furthermore, the difference
between the performance of corrector and predictor kernels is smaller than on the AMD
Rome architecture, which is most likely caused by the different machine balance of the
A64FX CPU.

10.2. Pinning

SeisSol’s default operation mode used one MPI rank per node with NUMA-aware memory
initialization and a communication thread to ensure MPI progression. This approach,
combined with OpenMP for shared memory parallelism, led to good performance on
previous-generation supercomputers (see, e.g., the results in |13} 58, 168]). However, as
the single node results in section [I0.1] suggest, running multiple MPI ranks per node
might increase the performance on some architectures.

We explained implementation strategies for the communication thread in section
It runs an infinite loop that calls MPI_Test, which is computationally expensive. Hence,
we need to ensure that the communication threads, realized as POSIX threads (pthreads),
do not run on cores used for the OpenMP WorkersE] We also want to restrict the freedom
of the operating system scheduler to move worker threads to different cores, as this could

'We used the SeisSol version with commit hash 5a932232047967b4f4fbfal29855c699e5cd829f.
2The same principle also holds for threads used for asynchronous output by SeisSol [126].
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Algorithm 13 Functions that pin all threads in a NUMA-aware manner. We assume
that the OpenMP threads are pinned to CPU threads by the OpenMP runtime. We
use the Linux functions sched getaffinity and sched_setaffinity to get and set the
affinity of a process. The functions CPU_SET and CPU_ISSET set and check an entry of the
CPU mask. We use getZeroMask to get an empty CPU mask and CPU_OR to compute
the logical or of two CPU masks. Finally, numa_node_of _cpu returns the NUMA node
id of a thread. Note that we simplified the interface of these methods. We define the
functions getWorkerUnionMask and getNodeMask that create a mask that stores which
CPUs of the current MPI process or compute node, respectively, are used by an OpenMP
worker thread. We use getNodeCommunicator to communicate with all MPI ranks that
reside on the same compute node. The function getFreeCPUsMask returns a mask of
all unoccupied CPUs that share a NUMA node with any worker thread of this process.
Finally, we pin the current thread to this mask with pinToFreeCPUs.

function PINTOFREECPUS()
freeMask <— GETFREECPUSMASK()
SCHED_SETAFFINITY (0, freeMask) > Pin current thread

function GETFREECPUSMASK()
openMPMask <— GETWORKERUNIONMASK()
nodeOpenMPMask «— GETNODEMASK()
freeMask <— GETZEROMASK() > Set mask to zero
numaNodesOfThisProcess «+ set(int)
for cpu=0,1,... do
if CPU_ISSET(cpu, openMPMask) then
INSERT (numaNodesOfThisProcess, NUMA_NODE_OF_CPU(cpu))
for cpu=0,1,... do
if ~CPU_ISSET(cpu, nodeOpenMPMask) then
numaNode < NUMA_NODE_OF_CPU(cpu)
if numaNode € numaNodesOfThisProcess then
CPU_SET(cpu, &freeMask)

return freeMask
function GETNODEMASK()
workerMask <— GETWORKERUNIONMASK()
return ALLREDUCE(workerMask, V, GETNODECOMMUNICATOR() )

function GETWORKERUNIONMASK()
workerUnion <— GETZEROMASK()

parallel (shared(workerUnion)) do > Run on all OpenMP workers
worker <— SCHED_GETAFFINITY (0, worker) > Get affinity of current thread
critical do > Perform sequentially

workerUnion <— CPU_OR(workerUnion, worker)

return workerUnion
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lead to performance degradation and, thus, to load balancing issues. Furthermore, if the
scheduler moves a thread to another NUMA node, this could create NUMA issues even
for the predictor kernel. Hence, we must manually pin worker and communication threads
to cores. We developed a simple and portable algorithm to correctly pin communication
threads using multiple ranks per node in [79).

In the following, we assume that our machine has p physical cores and a hyperthreading
factor of s. The latter factor determines how many logical threads are available per
physical core. We use hyperthreading for all clusters that support it. The first step is
pinning the worker threads, for which we rely on OpenMP’s mechanism for thread affinity.
In detail, we set the number of OpenMP threads to s(p — 1) with the environmental
variable OMP_NUM_THREADS = s(p — 1). Furthermore, we pin the OpenMP threads to
logical cores using OMP_PLACES = p — 1.

Now, we need to find all cores that are still free, and that share a NUMA domain
with at least one worker thread. We first compute a CPU mask on each rank that stores
whether the worker threads use a core. We use MPI_COMM_TYPE_SHARED to split the MPI
communicator. This communicator contains all ranks that share a compute node. Next,
we use this communicator to combine all masks of one node by using a logical or. Then,
we use libnuma to compute a list of all NUMA nodes used by our OpenMP threads
on this rank. Finally, we pin the communication thread to all free logical cores that
share a NUMA node with the compute threads of the current MPI rank. Note that this
relies on the MPI runtime to pin our program to the correct part of the compute node.
Alternatively, we can pin the entire program manually to a part of the node, e.g., using
numactl. We thus ensure, in a portable way, that pinning of pthreads is NUMA aware
and that they do not interfere with the worker threads. Algorithm [I3] summarizes the
resulting algorithm.

10.3. Mesh Partitioning

We introduced the distributed memory parallelization for our actor model in section
For this to work well, we must distribute the work fairly between processors when using
distributed memory parallelism. The approach in SeisSol is to use static load balancing.
We facilitate this by using the graph-based partitioning software parMETIS [135]. Hence,
we create a dual graph of our mesh by defining a vertex for each element and an edge
for all elements connected by a face. We can use vertex weights, which model the
cost per element, and edge weights, which model the communication cost. Selecting
well-approximated weights is crucial because each element’s expected cost can vary. The
most significant factor is the LTS, which results in some elements being updated more
often than others. Another factor is the increasingly complex multiphysics models that
we are using: dynamic rupture and the gravitational boundary condition. In this section,
we summarize our work in [79)
We define the total weight of an element by

Welement = QCmaxC (wbase + NDRWDR + TL(}IUG) ) (101)

time step factor
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which is consistent with the cost we assumed for the clustering, defined by equation (6.19]).
It contains multiple weights. First, we compute the (integer) cost per time step. It
consists of a base weights whase, which we assume to be constant for all elements. The
cost of faces with dynamic rupture boundary conditions is reflected in the number of such
faces npr, and the cost of each face wpgr [164]. We do the same for the ng faces with
gravity, which each are assumed to have a cost of wg. Second, we compute a factor that
considers how often the element needs to be updated. We weigh each element with the
update rate, given by the term 2°mex=% yhere ¢, is the cluster number of the element v
and cmax is the id of the largest time cluster [13]. Hence, elements in the cluster with the
highest time step size have a factor of one, as they are most seldom updated.

It is a common observation that modern supercomputers exhibit strong performance
fluctuations. The performance of each node can change during the simulation, and the
performance of nodes can differ. While the first problem would require dynamic load
balancing, the second problem can be solved by static load balancing. The critical insight
is that we must treat supercomputers as heterogeneous hardware [108, 183]. Hence, we
assign node weights to each node, as discussed in [164]. This is done by benchmarking
our computational kernels with a simple proxy application. We use the (normalized)
inverse computational time as a node weight, which we feed into ParMETIS (tpwgts).

10.4. Strong Scaling

In this section, we evaluate the strong scaling of the fully coupled Palu scenario (section
using our implementation of elastic-acoustic coupling and our new LTS scheme. SeisSol
has been shown to scale well for large-scale dynamic-rupture simulations [58| [168]. Here,
we present an extension of the strong scaling section of [79]. We begin by summarizing
the effect of NUMA for the strong scaling on the cluster Mahti and then demonstrate the
strong scaling of the implementation presented in this thesis. Additionally, we compute
the load balancing weights introduced in section [10.3

We measure the performance in the unit hardware GFLOPS per node. This includes
multiplications with zeros because we embed the acoustic wave equation in the elastic wave
equation and because some matrices are sparse. To compute the performance in GFLOPS,
we divide the total number of floating point operations by the time between the first and
last time step. Hence, we do not include time spent to initialize the simulation. In this
section, we write GFLOPS for the performance in GFLOPS normalized with the number
of nodes. We used order five polynomials for all simulations and deactivated all output.

Figure shows the strong-scaling results we obtained on Mahti, as described in [79].
The results use an older version of SeisSol, available at [80]E| As discussed in section m
we notice strong NUMA effects on modern architectures. Hence, we also want to evaluate
how many MPI ranks we should use per node. We evaluated four different configurations:
One MPI rank per node, one per socket (2 per node) and one per NUMA node (4 per
node). Note that we sacrifice one OpenMP thread per MPI rank to facilitate asynchronous

3We cannot re-run this setup with the current version, as our “grand-challenge” cluster allocation on
Mahti has expired.
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Figure 10.2.: Figure reproduced from [79]. Parallel efficiency for the M Palu mesh
on the cluster Mahti for 50 to 700 nodes and 1,2 or 8 MPI ranks per
node. Note that this uses an older version of SeisSol and, thus, a different
implementation of the gravitational boundary condition and a different LTS
implementation.

output and MPI progression due to the communication thread (sections and
and the output thread [126].

For this test, we report the maximal performance over multiple runs to avoid perfor-
mance fluctuations. We run the M setup for the Palu earthquake-tsunami (section
for 0.03s. As figure shows, we achieved the best performance using 8 MPI ranks
per node. For this case, we achieved 2322 GFLOPS on 50 nodes and 1689 GFLOPS on
700 nodes. This translates to a parallel efficiency of approximately 73 % and a maximum
total performance of ~1.18 PFLOPS on Mahti.

We performed strong scaling simulations on the cluster Frontera with SeisSol version
1.0.1 [167], which includes all features presented in this thesis. We simulated the first
0.1s of the Palu scenario and conducted experiments with and without wiggle factor
(introduced in section . For the wiggle factor experiments, we used a minimum wiggle
factor of 0.51, a grid search step size of 0.01, and automatic cluster merging with an
allowed cost overhead of 0.01. The optimal settings for this are A = 0.65 and eight
clusters for the M mesh and A = 0.71 and eight clusters for the L mesh, as described in
section

Before we continue with the strong scaling, we must find an optimal set of element
weights, which we introduced in section [10.3] To set them, we ran a grid search on
Frontera for the weights in the range of wg = 0, ..., 100, using fixed weights of wpaee = 100
and wpr = 200. We used 50 nodes and the M Palu mesh. We ran five simulations, each
for 0.1s simulated time. First, we consider the best performance reached out of all five
simulations. The best choice, wg = 50, led to a performance 1693 GFLOPS, and the
worst choice, wg = 25, resulted in 1654 GFLOPS. However, the difference between the
best and worst performance of all runs with wg = 50 is 154 GFLOPS, which is larger
than the difference between all considered weights! Additionally, we performed a similar
grid search on SuperMUC-NG, which resulted in a similar performance with an optimal
weight of 75 or 100. Hence, we decided to use a weight of wg = 75 as a compromise.
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Figure 10.3.: Performance using the M mesh on Frontera. The solid lines indicate the best
achieved performance. The dashed lines are the worst-case performance.

Note, however, that this is an approximate weight.

To contrast this, for the implementation in [79], we used a weight of wg = 300. This
hints that the implementation of the gravitational boundary condition presented in this
thesis is more efficient than the one described in [79]. Further problems arise with wpg:
First, we only simulate for a short period, but the cost of dynamic rupture varies with
the numerical solution as we need to compute the slip across the fault, which involves
solving a non-linear system with Newton’s method. The number of Newton iterations
and, thus, the computational cost typically increases after the fault ruptured. Second,
we compute the fault slip rate twice when a dynamic rupture face is adjacent to two
partitions. Hence, the cost of a dynamic rupture face also depends on the partitioning.
Thus, perfect load balancing would require dynamic load balancing. A similar grid search
procedure for the parameter wpg in [79] did not reveal a clear choice. The results of |79]
were obtained with a weight of wpr = 200. Considering both grid searches, we set the
values wg = 75 and wpr = 200, which results in an adequate parallel efficiency. However,
the performance results could be tuned even further by adjusting these weights. This is,
as demonstrated, challenging and a procedure that would need to be repeated for every
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cluster and every setup.

Using these settings, we performed a strong scaling study on Frontera. We started with
the M mesh and scaled from 50 nodes to 1600 nodes, similarly as done in our original
experiments on SuperMUC-NG and Mahti, described in [79]. For this, we performed
three simulations each. We report the result of the best runs; however, figure [10.3
also shows the worst performance. First, we consider the performance in GFLOPS per
node (figure . Without a wiggle factor, we achieved 1727 GFLOPS per node on 50
nodes and 1268 GFLOPS on 1600 nodes, equivalent to a parallel efficiency of roughly 73 %.
When using the optimal wiggle factor and auto-merging of clusters, we achieved 1672
GFLOPs on 50 nodes and 1365 GFLOPS on 1600 nodes, resulting in a parallel efficiency
of 81.6 %. We further note that the simulation performance decreased much more slowly
than when using no wiggle factor. While the simulation without wiggle factor incurred a
significant slowdown when moving from 50 to 100 nodes (1576 GFLOPS) and from 100 to
200 nodes (1474 GFLOPS), the wiggle factor, and especially the auto-merging seems to
have a stabilizing effect: Moving to 100 nodes (1665 GFLOPS) and 200 (1654 GFLOPS)
for this simulation barely changed the performance!

The wiggle factor has the additional effect of decreasing the time-to-solution (fig-
ure . On 50 nodes, the simulation with wiggle factor took 202.8 s and thus required
94.1 % of the runtime of the simulation without wiggle factor (215.4s). A similar situation
occurred for 1600 nodes, where the simulation with wiggle factor took 7.8 s, which is
only 84.7% of the time of the simulation with wiggle factor (9.2s) Hence, increasing the
number of nodes from 500 to 1600 (a factor of 32) decreased the time-to-solution by a
factor of 26.0 and 23.4 with and without wiggle factor, respectively.

In addition, we performed scaling runs on up to 8000 nodes for the L mesh. As this
has been done during a large-scale allocation, the number of runs we could perform was
restricted to a smaller number. We ran three simulations each for all runs with up to
4000 nodes. For the simulations using a wiggle factor, we ran two simulations for 6000
nodes and one simulation for 8000 nodes. We repeated the simulations without a wiggle
factor three times for 6000 nodes and two times for 8000 nodes. Figure shows the
results. First, the results for 8000 nodes are poor for both mesh sizes. They are likely
an outlier and might be caused by cluster configuration issues. We thus focus primarily
on scaling up to 6000 nodes. Without wiggle factor, we achieve a performance of about
1443 GFLOPS on 500 nodes and 1201 GFLOPS on 6000 nodes. This is equivalent to a
parallel efficiency of 83 %. When using both wiggle factor and auto-merging, we have a
performance of 1392 GFLOPS on 50 nodes and 1227 GFLOPS on 6000 nodes, leading
to a parallel efficiency of 91.8 %. The difference between both settings is not necessarily
significant, as system jitter effects can be quite pronounced at this scale. These effects
translate directly to unreliable performance estimates for SeisSol [164]. However, we
achieved an excellent parallel performance.

The strength of the wiggle factor is even more apparent when we consider the time-
to-solution, as shown in figure [I0.4b] With the optimal wiggle factor, the simulation
took 218.1s on 500 nodes and 19.8s on 6000 nodes. Without a wiggle factor, it took
264.7s on 500 nodes and 26.6s on 6000 nodes. Hence, the simulation with a wiggle factor
required only 82.4 % and 74.7 % of the runtime of the simulation without a wiggle factor
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Figure 10.4.: Performance using the L mesh on Frontera. The solid lines indicate the best
achieved performance, and the dashed lines are the worst-case performance.

on 500 and 6000 nodes, respectively. Furthermore, increasing the number of nodes from
50 to 6000 (a factor of 12) decreased the time-to-solution by 11 and 10 with and without
wiggle factor, respectively.

To summarize, we achieved an excellent scaling of both M and L mesh. The setups
that used a wiggle factor resulted in a significantly better time-to-solution and scalability
for both mesh sizes.

10.5. Discussion

In this section, we discussed HPC aspects. We optimized SeisSol on the AMD Rome and
Fujitsu A64FX architectures. On AMD Rome, we achieved a single node performance
of 56.5 % of the peak when neglecting NUMA effects. When considering NUMA effects,
we only achieved a performance of 38 % of the peak. However, for the Fujitsu A64FX
architecture, we achieved a similar performance with (37.1 % of peak) or without NUMA
effects (41 % of peak). These results clarified that we must use multiple MPI ranks per
node on some architectures to combat the strong NUMA effects. Hence, section [10.2
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introduced an algorithm to automatically pin threads to NUMA nodes. Furthermore, the
fully coupled scenarios are complex multiphysics simulations that include many moving
parts with different costs. As demonstrated in section [10.3] we can expand the static
mesh partitioning with element weights, allowing us to handle varying element costs.
We evaluated this in section [10.4] and noticed that it is hard to get robust estimates for
the optimal parameters due to the machine jiggle. However, we explained how we set
the parameters heuristically. The strong scaling study demonstrated that this simple
strategy resulted in excellent parallel scalability on up to 6000 nodes. Furthermore,
the wiggle factor allowed us to gain a significant speedup due to better scalability and
better time-to-solution: For example, scaling the L Palu setup from 500 to 6000 nodes of
Frontera led to a parallel efficiency of 91.8 %.
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Chapter 11.
Conclusion

In this thesis, we introduced a scalable and stable three-dimensional fully coupled elastic-
acoustic model discretized with the numerical method ADER-DG. Furthermore, we
presented a novel local-time-stepping framework that is elegant and efficient.

We began by establishing the physical model (chapter. For this, we derived equations
that govern the elastic and acoustic parts of the domain. The former uses the standard
elastic wave equations, while the latter uses a linearized acoustic model that includes
tsunami waves with a linearized free surface condition. We embed the acoustic equations
in the elastic PDE, simplifying the implementation.

Chapters [3] and [4] introduced the ADER-DG discretization using an exact Riemann
solver. The resulting method has a high-order of convergence in both space and time.
We introduced a Taylor-series-based ADER-integration approach for our gravitational
boundary conditions. As chapter [5| showed, the combination of boundary conditions,
Riemann solver, and space-discretization culminated in a semi-discrete stable scheme
as the energy of the numerical solution is guaranteed to decrease, assuming exact time-
integration.

In earthquake simulations, it is typical to have different wave speeds as the material
is inhomogeneous. Furthermore, meshing software can lead to small element sizes,
especially at the intersection between layers. Both effects are more apparent in fully
coupled scenarios. For example, the wave speed in the acoustic layer (1500 ms ™! in the
ocean or 343ms ! in the air) is much smaller than the wave speed in the Earth (around
6000ms 1). This leads to the need for local time-stepping.

SeisSol’s original LTS implementation did not work for these scenarios, as it used
a scheduling method based on absolute time differences. We presented a new actor
model (chapter@, which combines a state-machine to handle the state of each cluster, with
explicit message passing, to make the communication of the cluster states more obvious.
This resulted in an elegant abstraction that describes computations and communication.
We introduced a wiggle factor to the LTS method, which automatically fine-tunes the
cluster distribution by automatically shifting the boundaries of the clusters. Furthermore,
we added a feature that automatically merges clusters with large time steps. Both
features can be enabled at the same time.

We presented multiple applications for the fully coupled model and the new local time-
stepping algorithm. Chapter [7] introduced and compared multiple earthquake-tsunami
coupling workflows. We demonstrated the strengths and weaknesses of our fully coupled
model and presented standard approximations for the sea surface height, including the
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Tanioka approximation and the Kajiura filter. As we showed, these directly result from
the fully coupled model. Hence, our proposed model can serve as a reference model for
the simulation of off-shore tsunami generation and propagation.

Chapter [§| used a carefully curated selection of analytical solutions to verify our model.
We tested the wave propagation in uncoupled media using elastic and acoustic planar
waves and the propagation in coupled waves using two elastic-acoustic coupling test cases.
The first one, Snell’s law, demonstrated that we correctly simulate the interaction of
body waves with the elastic-acoustic interface. The second, a Scholte wave, showed that
our model correctly handles an elastic-acoustic surface wave. Finally, we verified our
discretization of the gravitational boundary condition by comparing it with an exact
solution for wave propagation in the ocean. All scenarios achieved high-order convergence
up to certain limits imposed by floating-point accuracies. Hence, we are confident that
the implementation of our physical model is correct.

In chapter [, we introduced three scenarios. The first, an earthquake-tsunami bench-
mark, compared the fully coupled method with a one-way linked method: The fully
coupled method captures the tsunami correctly but leads to a more detailed wave struc-
ture than one-way linking. The second scenario, our first real-world application, the
Palu scenario, models a My 7.5 supershear earthquake, which triggered a localized and
unexpected tsunami. We created large fully coupled models (81 million for the M and
518 million elements for the L mesh) for this earthquake-tsunami event. While our
results compare well with one-way linking, the resulting tsunami differed slightly. We
achieved sustained petascale performance for this scenario on the clusters Shaheen-II,
SuperMUC-NG, and Frontera. The third scenario showed that our model can also
simulate earthquake-sound coupling. We considered a small earthquake induced by an
enhanced geothermal system in the metropolitan region of Helsinki. Our novel workflow
used linear regression to approximate peak sound pressure level from peak ground vertical
velocity. This can be considered a calibrated version of a common rule of thumb. We
achieved good results: The first-order features of our results, such as arrival times and
the P to S wave ratio, compare well for both elastic and acoustic measurements. Finally,
we created maps for the peak ground velocity and the sound pressure distribution. We
evaluated the difference between P and S wave: The S wave leads to higher peak sound
pressure levels, contrasting the typical observation that the P wave dominates the sound
field.

Finally, for all considered scenarios, LTS led to a significant speedup. In detail, for the
L Palu setup, LTS is roughly 30 times faster than GTS. For the fully coupled Helsinki
scenario, LTS requires 64.8 times fewer updates than LTS. Hence, LTS is required to
simulate both setups!

Finally, chapter [10| detailed the high-performance computing aspects required for using
our fully coupled model on modern clusters. First, we discussed optimizations and the
resulting performance for AMD Rome and Fujitsu A64FX CPUs. On AMD Rome, we
achieved 38 % of the peak performance when running on all NUMA nodes and up to 56 %
when running on one NUMA node. For the Fujitsu A64FX architecture, we achieved
a similar performance with (37.1% of peak) or without NUMA effects (41 % of peak).
These results showed that we must consider NUMA effects on some architectures. Hence,
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we introduced a new way of automatically pinning all threads to the correct NUMA
nodes. We discuss modifying the mesh partitioning to accommodate new constraints
from the fully coupled model. Finally, we showed strong scaling results demonstrating
excellent parallel performance on Frontera for both Palu scenarios. We scaled the M
mesh from 50 nodes to 1600. Using neither wiggle factor nor cluster merging led to
a parallel efficiency of 73 %; using both led to a parallel efficiency of 81.6%. As an
additional effect, the wiggle factor improved the time-to-solution, which was only 84.7 %
of the one without the wiggle factor when using 1600 nodes. We did the same for the L
mesh, which we scaled from 500 to 6000 nodes. Again, using neither wiggle factor nor
cluster merging led to a parallel efficiency of 83 %, while enabling both features led to a
parallel efficiency of 91.8 %. Similarly to the smaller setup, the time-to-solution when
using both features is only 74.7 % of the run without wiggle factor when running on 6000
nodes. This demonstrates that our implementation is highly scalable and that the wiggle
factor can drastically reduce the time-to-solution of real-world setups.

To summarize, we presented a three-dimensional fully coupled model and have shown
that it is stable and achieves a high order of convergence for multiple scenarios. Together
with the validation for multiple application scenarios, this proves that our model works.
Our local time-stepping implementation is reliable, and we used it for all application
scenarios. Finally, our strong scaling study proved that our implementation works on
large supercomputers.

Our implementation of the three-dimensional fully coupled model is used for other
applications. [87] applies it to model the Husavik-Flatey fault zone in North Iceland. A
fully coupled model for a tsunami in the Hellenic Arc is a work in progress [179]. Both
scenarios extend dynamic rupture models to include a water layer, resulting in models
that comprehensively describe the process of tsunamigenesis. These recent applications
demonstrate that the model and its implementation, developed in this thesis, are a
valuable contribution to the field.

It would be possible to further improve the performance of our implementation by
directly simulating the acoustic part of the domain with the acoustic wave equation,
i.e., not using the embedding presented in section [2.3] Computational costs often lie
primarily in the acoustic layer, for example, for the Palu scenario (section . Thus,
using computations with fewer degrees of freedom in the acoustic region would directly
translate to a significant speedup of the entire simulation. However, supporting multiple
PDEs within a single simulation poses several challenges, such as load balancing and
local time-stepping. Therefore, significant alterations to SeisSol would be necessary. This
thesis presented a significant building block for this: We could extend the concept of LTS
clusters to differentiate not only between time step sizes but also between PDEs. While
our strong scaling experiments demonstrated excellent parallel performance, computing
clusters in parallel could enhance the performance and scalability further. The actor
model can accommodate this as the clusters manage their respective constraints. However,
a challenge remains in carefully fine-tuning this added parallelism layer.

169






Appendix A.

Simulations

This appendix briefly describes the configuration we used for our production runs.
Table summarizes parameters used to obtain the results in chapter [9]

Table A.1.: SeisSol parameters used for our production runs. If the name column contains
a citation, we used the results of this citation. Otherwise, the results are new.
We used time step sizes of C(N) = CFL(2N + 1)~!. We control the mesh
partitioning by the weights wg and wpr, which we introduced in section [10.3
Both are zero for the HEL setups, as neither uses the gravitational boundary
or dynamic rupture. We describe the LTS configuration (chapter @ by
the rate r, the wiggle factor A, and merging, which indicates whether the
simulation used the automatic merging of LTS clusters.

Name CFL wg wpr r A  Merging
Earthquake-tsunami benchmark |79] 0.35 300 100 2 1 X
Earthquake-tsunami benchmark, v1.0.1 0.35 100 100 5 1 X
Palu |79 0.35 300 200 2 1 X
Palu, no wiggle, v1.0.1 035 75 200 2 1 X
Palu, wiggle, v1.0.1 035 75 200 2 0.65 v
Helsinki, fully coupled [82] 0.2 0 0 2 1 X
Helsinki, Earth-only [82] 0.1 0 0 2 1 X

The setups for the earthquake-tsunami benchmark and the Palu earthquake are avail-
able in the supplement [80] to [79]. An updated version of these setups that supports
SeisSol version 1.0.1 can be found in [81]. The setup for the Helsinki EGS earthquake is
available in [83], which is the supplement to [82]. Parameter files for the convergence stud-
ies presented in chapter |8 are available in the GitHub repository (https://github.com/
SeisSol/Examples/) with commit hash 2359667d871bf2068£672ca25f357f97477e2eT72.
The setup used for the method comparison in section [7.2|is available in the supplement [2]
to [3].

We obtained all previously unpublished results presented in this thesis with SeisSol
v1.0.1 [167]. We produced the Helsinki results of [82] with an earlier version of SeisSol,
which includes the new LTS scheme. In [79], we computed the earthquake-tsunami bench-
mark and Palu results with a different implementation of dynamic rupture, gravitational
boundary, and LTS. We always use double-precision floating point accuracy.
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