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ABSTRACT
Biometric identification, particularly ear biometrics, has gained prominence amidst
the global prevalence of mask-wearing, exacerbated by the COVID-19 outbreak. This
shift has highlighted the need for reliable biometric systems that can function
effectively even when facial features are partially obscured. Despite numerous
proposed convolutional neural network (CNN) based deep learning techniques for
ear detection, achieving the expected efficiency and accuracy remains a challenge. In
this manuscript, we propose a sophisticated method for ear biometric identification,
named the encoder-decoder deep learning ensemble technique incorporating
attention blocks. This innovative approach leverages the strengths of encoder-
decoder architectures and attention mechanisms to enhance the precision and
reliability of ear detection and segmentation. Specifically, our method employs an
ensemble of two YSegNets, which significantly improves the performance over a
single YSegNet. The use of an ensemble method is crucial in ear biometrics due to the
variability and complexity of ear shapes and the potential for partial occlusions. By
combining the outputs of two YSegNets, our approach can capture a wider range of
features and reduce the risk of false positives and negatives, leading to more robust
and accurate segmentation results. Experimental validation of the proposed method
was conducted using a combination of data from the EarVN1.0, AMI, and Human
Face datasets. The results demonstrate the effectiveness of our approach, achieving a
segmentation framework accuracy of 98.93%. This high level of accuracy underscores
the potential of our method for practical applications in biometric identification. The
proposed innovative method demonstrates significant potential for individual
recognition, particularly in scenarios involving large gatherings. When
complemented by an effective surveillance system, our method can contribute to
improved security and identification processes in public spaces. This research not
only advances the field of ear biometrics but also provides a viable solution for
biometric identification in the context of mask-wearing and other facial obstructions.
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INTRODUCTION
The surge in interest insecure automated identity systems has led to a growth in research
within several domains such as intelligent systems and computer vision. Due to their
consistency across time, ease of acquisition, and individuality, biometrics are used by the
majority of human identification systems. The most widely used biometrics for human
identification include facial features, iris scans, fingerprints, palmprints, hand geometry,
voice, and signatures. While the voice of an individual is categorized as a blend of
physiological and biometric traits, researchers have developed numerous technologies to
differentiate diverse biometric traits. These applications span a range of purposes,
including forensic investigations and security measures. During and after the COVID-19
pandemic, biometrics such as facial recognition and fingerprints were restricted to some
extent due to mask-wearing and concerns about disease transmission. However, in such
situations ear biometrics proves efficient and promising. The ear biometric is difficult to
forge and the ear shape is also highly unique to each individual so it is more preferable than
other ways.

In a fetus, the auditory development begins around 20 weeks of gestation (Graven &
Browne, 2008). Between 4 months and 8 years of age the outer structure of the ear develops
(Hall, 2000). The structure of the human outer ear is provided by Benzaoui et al. (2023) for
reference. The structure of each individual’s ears is unique. Thus, ear biometric
identification techniques are more advantageous for automated recognition as they do not
require user cooperation, are contactless, and are non-intrusive. In applications such as
surveillance, where facial recognition faces challenges like occlusion or low-resolution
images, integrating ear identification can serve as an additional source of information
for more robust recognition (Pan et al., 2008; Kisku et al., 2009). Additionally, ear
biometrics holds promise in various commercial applications in today’s world. However,
to leverage ear biometrics effectively, the initial step involves accurate detection or
identification of the ear. Ongoing research in this field continues to explore novel
techniques and architectures for enhancing the accuracy and efficiency of ear detection
and recognition systems.

Over time, numerous researchers have developed diverse techniques for the detection
and segmentation of ears, as evidenced by the mentioned works (Wahab, Hemayed &
Fayek, 2012; Srivastava, Agrawal & Bansal, 2020; Prakash & Gupta, 2012a). A few
researchers have experimented the scope of artificial intelligence in the area of ear
detection, includes both machine learning and deep learning. In the survey by Pflug &
Busch (2012)most of the existing ear detecting techniques and its challenges are explained.
In Burge & Burger (2000), detection of ears is done using deformable contours. The
technique uses canny detector to identify edges followed by edge relaxation algorithm. Due
to initial user intervention for contour initialization the technique is semi-automated. The
authors have used ear shape as a factor to detect ears based on morphological operations
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and fourier descriptors in Kumar & Wu (2012). The technique is automated, but the
efficiency of the technique was not adequate. The authors of Prakash & Gupta (2012b)
used skin color and graph matching for localizing of the ears but the technique is invariant
to variations, rotation and shape. Researchers have explained various proposed techniques
in Abaza et al. (2013) for detecting ears. Particle swarm optimization (PSO) and sequential
search algorithms were also experimented by the authors in Chandy et al. (2020) for
improvisation of ear localization but efficiency were not met as expected. Speeded up
robust features (SURF) features were used for ear identification using K-nearest neighbor
(KNN) and convolutional neural network (CNN) in Nanaware et al. (2019). Another
approach presented by Eyiokur, Yaman & Ekenel (2018) involves the use of two CNNs
combined to identify front and side views of the ears, achieving an accuracy of 84%.
Further, an ensemble of three CNNs are proposed to detect ears where the output is the
weighted average output from each CNN (Ganapathi et al., 2020). In Cintas et al. (2017), a
proposed deep learning model utilizes CNN with geometric morphometrics. A multiple
scale faster R-CNN (region-based CNN) for detecting ears in an uncontrolled
environment is proposed in Zhang & Mu (2017). An encoder-decoder framework is also
proposed in (Emeršič et al., 2017a) for classifying ear and non-ear. DenseNet models were
also experimented and explained in Zhang et al. (2018). Ears recognition is carried out
using residual neural network (ResNet) in Emeršič et al. (2017b), the vanishing gradient
problem is addressed in this model. Few researchers have also presented detailed reviews
on ear biometrics in Kamboj, Rani & Nigam (2022),Wang, Yang & Zhu (2021). Further, in
Oyebiyi et al. (2023) a comprehensive review of various algorithms and trends in ear
biometrics are mentioned but lacks an in-depth analysis of the practical challenges
associated with deploying ear biometric systems in dynamic environments, such as varying
head angles or occlusions. Mehta & Singh (2022) propose the use of ensemble learning
techniques to improve the accuracy of ear biometric systems while (Mahajan & Singla,
2024) a hybrid of CNN and a self-attention mechanism with a gated recurrent unit (GRU).
Both techniques significantly raise the complexity and computational demands, which can
be a drawback for real-time applications.

All the fore mentioned literatures have demonstrated using any one dataset or any
particular scenario that makes their model efficient to a specific task. In this work the
proposed work is trained and tested using a dataset that combines three datasets to make
the model perform well. Open-source databases make it easier for researchers to
experiment their ideas and also validate and assess their proposed works with the existing
ones. Over the years several ear datasets have been available to researchers with easy access.
Some of the relevant ear datasets which are mentioned in Benzaoui et al. (2023) is
categorised as constrained and unconstrained databases based on the complexity. In order
for the model to work efficiently in all scenarios, a dataset with both constrained and
unconstrained images are considered. The dataset employed here is developed by
incorporating imagery from the following databases:

i) AMI Ear Database: The Images that are using for Mathematical Analysis (AMI) Ear
Database is a freely accessible collection comprising 700 ear images captured in
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various poses from 100 subjects. Each subject contributes one left ear image and six
right ear images to the database. These AMI images are acquired in an closed indoor
atmosphere from the department of computer science of ULPGC, Las Palmas, Spain
(Gonzalez, Alvarez & Mazorra CTIM, 2012). The ages of the subjects ranged from
19–65 years.

ii) EarVN1.0. Dataset: The dataset sums to 28,412 images consisting of the right and left
ears of 164 Asian population collected in 2018 (Hoang, 2019). These images were
collected from unconstrained conditions that includes lighting and camera system
conditions. The ear images in various pose, illumination and scale were cropped from
the original facial image to create the dataset.

iii) Human Face (Ear Detection with Annotation) Dataset: This collection comprises
pictures of human faces with marked ear regions. It encompasses 440 images, each
potentially featuring one or more human faces. This dataset is invaluable for training
computer vision models focused on ear detection in human faces. The images were
sourced from various origins, leading to differing resolutions and lighting conditions.
Additionally, the dataset is accompanied by a CSV file containing annotations for the
ear regions within each image.

The proposed approach employs an encoder-decoder framework, achieving success due
to its simple yet robust architecture, effective training with limited datasets, multi-scale
feature extraction and fusion, and its ability to generate high-quality segmentation maps.
The primary contribution of this article is the introduction of an advanced deep ensemble
network, which combines two YSegNet models to accurately detect ears for a variety of
applications. The rest of the article is organized as follows: “Methodology” describes the
methodology of the proposed ensemble, “Results and Discussions” outlines the results and
discussion that includes performance metrics used and evaluation and “Conclusion”
concludes the article.

METHODOLOGY
This section outlines the methodology used to develop the proposed ensemble model for
segmentation. The model integrates two YSegNets, (Alex et al., 2022) each built upon the
UNet (Ronneberger, Fischer & Brox, 2015) architecture, to enhance segmentation
accuracy and robustness. By leveraging the strengths of both YSegNets and
incorporating advanced techniques like attention-gated skip connections and dense
blocks, the model achieves superior performance. The following subsections describe the
ensemble model architecture, the rationale behind its design, and the integration of the two
YSegNet models.

Ensemble model overview
The proposed ensemble model integrates two YSegNets, each with a unique configuration
to enhance segmentation accuracy. The first YSegNet utilizes a pretrained VGG-16 as the
encoder and incorporates dense blocks to improve feature extraction and reuse throughout
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the network. Dense blocks allow for better gradient flow and prevent vanishing gradients,
which is crucial for learning deep features effectively.

The second YSegNet deviates from the traditional structure by taking input directly and
combining with output of the first YSegNet, instead of using a separate pretrained VGG-16
encoder. This setup enables the second YSegNet to process enhanced feature
representations from the first YSegNet. Additionally, the second YSegNet employs
attention blocks in the skip connections, allowing it to focus on the most salient features
while filtering out irrelevant information. This attention mechanism enhances the feature
transfer between the encoder and decoder, further refining the segmentation accuracy.

The rationale for this ensemble design is to capitalize on the complementary strengths
of the two YSegNets. The first YSegNet, with its dense blocks, is highly effective at
capturing detailed hierarchical features, while the second YSegNet, utilizing attention
blocks, fine-tunes these features by concentrating on critical regions. By combining the
outputs of both networks, the model delivers more accurate and robust segmentation
results. The integration of these two architectures creates a synergy that boosts
performance in handling complex segmentation tasks. The flow diagram and the
schematic representation of the proposed model is given in Figs. 1 and 2, respectively.

Base model
YSegNet 1: The YSegNet model integrates VGG-16 as its encoder and employs dense
blocks as skip connections to enhance its segmentation capabilities. By leveraging the
VGG-16 network, YSegNet benefits from a robust and deep feature extraction backbone.
VGG-16, pre-trained on extensive datasets, provides a strong foundation for capturing
hierarchical and detailed features from input images. Its series of convolutional and
pooling layers progressively downsample the input, effectively extracting rich, multi-scale
features necessary for accurate segmentation.

In addition to the VGG-16 encoder, YSegNet incorporates dense blocks specifically as
skip connections between the encoder and decoder. These dense blocks serve to facilitate
the fusion of features from various layers of the network. Unlike traditional architectures
where dense blocks are part of the encoder, their role here is to enhance the combination of
high-resolution details with the features processed by VGG-16. Dense blocks concatenate
outputs frommultiple preceding layers, improving the integration and utilization of spatial

Figure 1 Illustration of proposed ensemble for ear segmentation. Proposed Ensemble used to
represent ear segmentation. Full-size DOI: 10.7717/peerj-cs.2603/fig-1
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information. This approach enhances the flow of information and ensures that detailed
features are effectively preserved and utilized during the segmentation process.

The decoder in YSegNet utilizes transposed convolutions to upsample the feature maps,
reconstructing the segmented output. The dense blocks used in the skip connections play a

Figure 2 Architecture of the proposed ensemble model. Full-size DOI: 10.7717/peerj-cs.2603/fig-2
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crucial role in this process by merging high-resolution features from the VGG-16 encoder
with the upsampled features in the decoder. This combination of features ensures that the
segmentation output is both precise and detailed, effectively reconstructing the input
image’s important attributes.

YSegNet 2: The YSegNet 2 model builds upon the architecture of YSegNet 1 by
incorporating advanced features and modifications to enhance its performance. One of the
key innovations in YSegNet 2 is its utilization of the output from YSegNet 1 as input to its
encoder. This approach ensures that YSegNet 2 benefits from the refined and high-quality
features extracted by YSegNet 1, leading to a more cohesive and continuous flow of
information between the two models. By leveraging the features from YSegNet 1,
YSegNet 2 can enhance its feature representation and achieve improved segmentation
accuracy.

In addition to integrating features from YSegNet 1, YSegNet 2 incorporates attention
gates within its skip connections. These attention gates are designed to focus on the most
relevant spatial regions in the feature maps, filtering out less important information. The
attention mechanism is applied to the skip connections between the encoder and decoder,
allowing the model to selectively emphasize critical features while suppressing irrelevant
background information. This targeted approach improves the precision of feature
selection and enhances the overall quality of the segmentation output.

The integration of attention gates in YSegNet 2 works in conjunction with the features
received from YSegNet 1, ensuring that the model effectively utilizes both the detailed
information from the initial model and the refined features enhanced by the attention
mechanism. This combination of inputs and advanced skip connections contributes to
more accurate and reliable segmentation results, making YSegNet 2 a powerful tool for
complex and detailed image analysis tasks.

The implementation of attention gates as skip connections in YSegNet 2 involves a
systematic approach to refining feature processing and enhancing segmentation accuracy.
Initially, the attention gate takes inputs from both the encoder and decoder. The decoder’s
features serve as the gating signal, guiding the attention mechanism in determining which
regions of the encoder’s features should be emphasized or suppressed. This is achieved by
computing an attention map through convolutional layers followed by a sigmoid
activation function, which produces values between 0 and 1. This map effectively
highlights important features while attenuating irrelevant ones.

The refined encoder features are obtained by applying this attention map through
element-wise multiplication, thereby weighting the features according to their relevance.
These processed features are then passed to the decoder, where they are upsampled and
combined with the decoder’s own features. This integration ensures that the decoder
receives only the most pertinent information, enhancing its ability to reconstruct accurate
and detailed segmentation outputs.

By focusing attention on relevant spatial regions and filtering out less important
information, attention gates significantly improve the precision of the segmentation
results. This mechanism allows YSegNet 2 to better utilize the features from both the
encoder and decoder, resulting in a more refined and effective segmentation model.
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RESULTS AND DISCUSSIONS
The dataset for experimentation is constructed by randomly selecting images from three
datasets mentioned in “Introduction”. This approach is adopted to train the model with
diverse types of ear images in various scenarios, thereby enhancing the model’s efficiency.
The proposed dataset comprises a total of 3,140 images, with 440, 700, and 2,000 images
sourced from the Human Face dataset, AMI dataset, and EarVN1.0 dataset, respectively.
Due to variations in size among images from different datasets, all images are standardized
by resizing them to a uniform size of 512 × 512 using the resize() function, an inbuilt tool in
Python, with interpolation. The dataset is then randomly partitioned into training,
validation, and testing sets in the ratio of 70:20:10, respectively. The training phase of the
proposed experimentation involves approximately 50 epochs.

Performance metrics
Quantitative analysis is achieved using metrics derived from the confusion matrix (Shultz
et al., 2011). The parameters considered are true positives (TP), true negatives (TN), false
positives (FP) and false negatives (FN) as defined by Kumar et al. (2018). The evaluated
metrics range from 0% to 1% or 0% to 100%, with the model’s efficacy increasing as the
metric values rise.

(a) Accuracy: Segmentation accuracy refers to the alignment between the segmented
maps of ground truth and the prediction (Csurka et al., 2013) and is expressed by Eq. (1).

Accuracy ¼ TP þ TN

TP þ TN þ FP þ FN
: (1)

(b) Recall: The accurate detection of the foreground in relation to the overall ground
truth foreground is termed recall (Sokolova, Japkowicz & Szpakowicz, 2006) or sensitivity,
and its computation is defined by Eq. (2).

Recall ¼ TP

TP þ FN
: (2)

(c) Precision: Precision, alternatively recognized as positive predictive value, gauges the
precision of accurately predicted foreground pixels in relation to the total number of
segmented foreground pixels, and this is articulated through Eq. (3).

Precision ¼ TP

TP þ FP
: (3)

(d) Specificity: Specificity quantifies the accuracy of background prediction (Thanh,
Prasath & Hien, 2019) and is determined using Eq. (4).

Specificity ¼ TN

TN þ FP
: (4)

(e) DICE score: DICE score also known as F1 score is calculated as the reciprocal of the
average of the reciprocals of recall and precision (Kumar et al., 2018; Thanh et al., 2019b)
and is given by Eq. (5).
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F1score ¼ 2� Recall � Precision
Recall þ Precision

: (5)

(f) IoU: The Intersection over Union (IoU) or Jaccard index metrics, as outlined in
Thanh et al. (2019a), Taha & Hanbury (2015), represent the proportion of the intersection
between elements in the true and predicted sets to the union of elements in these sets. This
relationship is articulated in Eq. (6).

IoU ¼ DICE
2� DICE

: (6)

Performance evaluation
Experimentation of the proposed framework is carried out on Google Colab, an open-
source platform that offers a T4 GPU backend for Python programming. To enhance
computational efficiency, the proposed ensemble model incorporates a pretrained VGG-
16 as the initial encoder. The ensemble model is experimented with various competing
encoder—decoder frameworks such as UNet, Double UNet (Jha et al., 2020), UNet++
(Zhou et al., 2018) and LS_YSegNet. Also, YSegNet with attention block as the skip
connection represented as AG_YSegNet is considered for comparison. The proposed
model is called as E_YSegNet (DANNET), where ‘E’ stands for ensemble. In the proposed
work, YSegNet ensemble is used to enhance accuracy of segmentation in both constrained
and unconstrained environment. This approach can help reduce errors and improve
overall efficiency by considering multiple perspectives. The model undergoes a
comprehensive evaluation encompassing both qualitative and quantitative analyses, with a
qualitative comparison to existing methods presented in Fig. 3. The visual interpretation of
segmented maps from the figure shows that in almost all cases the proposed model
predicted the segmented maps effectively. All the edges of the segmented maps have a great
similarity to the ground truth. Competing models were able to segment ear better in cases
where the foreground ear occupied the major area of the image and performance of the
models degraded in cases where the foreground was every small compared to the
background. Due to the incorporation of dense bock, attention block and boundary
extraction networks E_YSegNet outperformed other models in identifying the foreground
and background correctly. The segmented maps of UNet and UNet++ was not effective
even in cases where the foreground occupied the major area. This is because of the
ambiguity or uncertainty in distinguishing between the foreground and background
regions, especially if they share similar colours, textures, or structures. It is also noted that
in the fifth case given in Fig. 3 the ear extension for the costume is also predicted by the
competing models as ear. Whereas in the second case the boundary of the ear is not
predicted desirably since some part of the ear is covered by hair. In such cases, E_YSegNet
is able to predict efficiently as the model is trained based on the outputs from both the
models. The validation accuracy and validation loss of LS_YSegNet, AG_YSegNet and
E_YSegNet is plotted in Fig. 4 for 50 epochs. Validation accuracy and validation loss for
E_YSegNet is highest and lowest, respectively, making it the most effective model for ear
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segmentation. Quantitative assessment of the proposed framework’s performance with
other commonly used framewoks is tabulated in Table 1. The results indicate that the
proposed ensemble model attains an overall accuracy of 98.93%. It can be seen that of the
existing models, LS_YSegNet was only able to desirably predict foreground with a
precision of 0.907 but AG_YSegNet outperformed with an increase of 2.4% in precision.
The proposed ensemble performed remarkably with an increase of 5.4% in precision.
Further, the proposed E_YSegNet improves the recall rate by 6.4%, while the DICE score

Figure 3 Qualitative performance comparison of output with ground truth.
Full-size DOI: 10.7717/peerj-cs.2603/fig-3

Figure 4 Performance evaluation based on validation accuracy and loss.
Full-size DOI: 10.7717/peerj-cs.2603/fig-4
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and IoU parameters are increased by 5.9% and 10.8%, respectively. Finally, the execution
time for each experimented model is analysed. The training and testing durations are
outlined in Table 2. When training and testing models in Python using TensorFlow,
execution time can be measured to assess performance. The suggested model exhibits the
longest training duration due to its depth and complexity, while UNet demands the least
time owing to its relative simplicity compared to other models. Additionally, it is noted
that the testing time for the proposed model is significant. Consequently, the performance
analysis indicates that the ensemble model incorporating a boundary extraction network
outperforms others in obtaining a segmented map. This positions the proposed model as a
valuable tool for ear detection across diverse applications.

CONCLUSION
The article presented a deep ensemble consisting of two YSegNet models, one with a dense
block and the other with an attention block as their skip connection. This model is
proposed to segment ears from facial images, which can be useful for ear biometrics and
other relevant applications. The work aims to ensure efficient performance regardless of
the type of input facial images by building a new dataset for experimentation, combining
images from three different datasets: AMI, EarVN1.0, and Human Face. Additionally, the
proposed approach’s performance is evaluated by assessing the accuracy of predictions
against the corresponding ground truth. The proposed model was compared with other

Table 1 Comparisons of quantitative metrics assessing the performance of the ear segmentation. This table represents the qualitative and
quantitative performance metrics of the proposed method.

Model
Metrics U-Net Double U-Net UNet++ LS_YSegNet AG_YSegNet Proposed E_YSegNet

Accuracy 84.37% 89.76% 90.74% 91.53% 93.43% 98.93%

Recall 0.837 0.852 0.868 0.893 0.917 0.981

Precision 0.803 0.837 0.852 0.907 0.931 0.985

Specificity 0.816 0.841 0.883 0.913 0.903 0.974

DICE score 0.82 0.844 0.872 0.90 0.924 0.983

IoU 0.695 0.73 0.773 0.81 0.859 0.967

Table 2 Execution time of experimented frameworks comparison. This table represents the calcula-
tion of performance metric such as execution time.

Framework Learning duration (s) Evaluation duration (s)

UNet 386 3.8

Double UNet 523 5.2

UNet++ 752 6.8

LS_YSegNet 543 5.4

AG_YSegNet 552 6.1

E_YSegNet 1273 6.5
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competing encoder-decoder models such as UNet, Double UNet, and UNet++, as well as
LS_YSegNet and AG_YSegNet, using the developed dataset. Although all the models
performed reasonably well overall, only the proposed model was able to accurately detect
and segment ears from images with numerous objects. The experimental findings
demonstrate that the ensemble YSegNet with dense blocks and attention blocks effectively
and efficiently segments ears and their edges, even in complex images. LS_YSegNet is able
to identify the boundary of the ears, while AG_YSegNet develops effective segmented
maps based on the backscattering coefficient. Consequently, the ensemble model achieved
an accuracy of 98.93%, with significant improvements in evaluation metrics such as
precision, recall, DICE score, and IoU.

The implications of this research extend to various domains where accurate ear
segmentation is crucial, such as biometric identification and security. By improving the
robustness and accuracy of ear detection, the proposed model enhances the reliability of
biometric systems, particularly in scenarios where facial features are obscured by masks or
other coverings. However, the proposed ensemble model has certain limitations, such as
increased computational complexity and a potential risk of overfitting with limited
datasets, which could impact its scalability and real-time applicability. Future work could
address these limitations and further improve the model’s efficiency by experimenting in
real-time and on a larger variety of datasets. Additionally, the proposed model could be
explored in specific domains where accurate foreground segmentation is crucial, such as
medical imaging, autonomous driving, satellite imagery analysis, and surveillance. These
advancements could lead to broader applications and more refined biometric
identification systems.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding
This work was supported by the Princess Nourah bint Abdulrahman University
Researchers Supporting Project number (PNURSP2024R114), Princess Nourah bint
Abdulrahman University, Riyadh, Saudi Arabia and the Department of Information
Management and Business Systems, Faculty of Management, Comenius University
Bratislava, Slovakia. The funders had no role in study design, data collection and analysis,
decision to publish, or preparation of the manuscript.

Grant Disclosures
The following grant information was disclosed by the authors:
Princess Nourah bint Abdulrahman University, Riyadh, Saudi Arabia: PNURSP2024R114.
Department of Information Management and Business Systems, Faculty of Management,
Comenius University Bratislava, Slovakia.

Competing Interests
Natalia Kryvinska is an Academic Editor for PeerJ.

Alex et al. (2024), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.2603 12/16

http://dx.doi.org/10.7717/peerj-cs.2603
https://peerj.com/computer-science/


Author Contributions
. Deepthy Mary Alex conceived and designed the experiments, performed the
experiments, analyzed the data, performed the computation work, prepared figures and/
or tables, authored or reviewed drafts of the article, and approved the final draft.

. Kalpana Chowdary M. conceived and designed the experiments, performed the
experiments, analyzed the data, performed the computation work, prepared figures and/
or tables, authored or reviewed drafts of the article, and approved the final draft.

. Hanan Abdullah Mengash conceived and designed the experiments, performed the
experiments, prepared figures and/or tables, and approved the final draft.

. Venkata Dasu M. conceived and designed the experiments, performed the experiments,
analyzed the data, performed the computation work, prepared figures and/or tables,
authored or reviewed drafts of the article, and approved the final draft.

. Natalia Kryvinska conceived and designed the experiments, analyzed the data, prepared
figures and/or tables, authored or reviewed drafts of the article, and approved the final
draft.

. Chinna Babu J. conceived and designed the experiments, prepared figures and/or tables,
authored or reviewed drafts of the article, and approved the final draft.

. Ajmeera Kiran conceived and designed the experiments, performed the experiments,
performed the computation work, authored or reviewed drafts of the article, and
approved the final draft.

Data Availability
The following information was supplied regarding data availability:

The AMI Ear Database is available at https://webctim.ulpgc.es/research_works/ami_
ear_database/#whole.

The EarVN1.0 dataset is available at Mendeley: Truong Hoang, Vinh (2020),
“EarVN1.0”, Mendeley Data, V4, doi: 10.17632/yws3v3mwx3.4.

The Human Face (Ear Detection with Annotation) dataset is available at Kaggle: https://
www.kaggle.com/datasets/harshghadiya/human-face-ear-detection-with-annotation.

Supplemental Information
Supplemental information for this article can be found online at http://dx.doi.org/10.7717/
peerj-cs.2603#supplemental-information.

REFERENCES
Abaza A, Ross A, Hebert C, Harrison MAF, Nixon MS. 2013. A survey on ear biometrics. ACM

Computing Surveys (CSUR) 45:1–35 DOI 10.1145/2431211.2431221.

Alex DM, Abraham Chandy D, Hepzibah Christinal A, Singh A, PushkaranM. 2022. YSegNet: a
novel deep learning network for kidney segmentation in 2D ultrasound images. Neural
Computing and Applications 34(24):22405–22416 DOI 10.1007/s00521-022-07624-4.

Benzaoui A, Khaldi Y, Bouaouina R, Amrouni N, Alshazly H, Ouahabi A. 2023. A
Comprehensive survey on ear recognition: databases, approaches, comparative analysis, and
open challenges. Neurocomputing 537(1–3):236–270 DOI 10.1016/j.neucom.2023.03.040.

Burge M, Burger W. 2000. Ear biometrics in computer vision. Piscataway: IEEE, 822–826.

Alex et al. (2024), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.2603 13/16

https://webctim.ulpgc.es/research_works/ami_ear_database/#whole
https://webctim.ulpgc.es/research_works/ami_ear_database/#whole
http://dx.doi.org/10.17632/yws3v3mwx3.4
https://www.kaggle.com/datasets/harshghadiya/human-face-ear-detection-with-annotation
https://www.kaggle.com/datasets/harshghadiya/human-face-ear-detection-with-annotation
http://dx.doi.org/10.7717/peerj-cs.2603#supplemental-information
http://dx.doi.org/10.7717/peerj-cs.2603#supplemental-information
http://dx.doi.org/10.1145/2431211.2431221
http://dx.doi.org/10.1007/s00521-022-07624-4
http://dx.doi.org/10.1016/j.neucom.2023.03.040
http://dx.doi.org/10.7717/peerj-cs.2603
https://peerj.com/computer-science/


Chandy DA, Christinal HA, Chandrasekaran R, Alex DM. 2020. Comparison of PSO and
sequential search algorithms for improvisation of entropy-based ear localization. In: Soft
Computing for Problem Solving 2019: Proceedings of SocProS 2019. Vol. 1. Cham: Springer,
51–63.

Cintas C, Quinto-Sánchez M, Acuña V, Paschetta C, De Azevedo S, Cesar Silva de Cerqueira C,
Ramallo V, Gallo C, Poletti G, Bortolini MC. 2017. Automatic ear detection and feature
extraction using geometric morphometrics and convolutional neural networks. IET Biometrics
6(3):211–223 DOI 10.1049/iet-bmt.2016.0002.

Csurka G, Larlus D, Perronnin F, Meylan F. 2013. What is a good evaluation measure for
semantic segmentation? In: BMVC.

Emeršič Ž, Gabriel LL, Štruc V, Peer P. 2017a. Pixel-wise ear detection with convolutional
encoder-decoder networks. ArXiv preprint DOI 10.48550/arXiv.1702.00307.

Emeršič Ž, Štepec D, Štruc V, Peer P, George A, Ahmad A, Omar E, Boult TE, Safdaii R, Zhou
Y. 2017b. The unconstrained ear recognition challenge. Piscataway: IEEE, 715–724.

Eyiokur FI, Yaman D, Ekenel HK. 2018. Domain adaptation for ear recognition using deep
convolutional neural networks. IET Biometrics 7(3):199–206 DOI 10.1049/iet-bmt.2017.0209.

Ganapathi II, Prakash S, Dave IR, Bakshi S. 2020. Unconstrained ear detection using ensemble-
based convolutional neural network model. Concurrency and Computation: Practice and
Experience 32(1):e5197 DOI 10.1002/cpe.5197.

Gonzalez E, Alvarez L, Mazorra CTIM L. 2012. AMI ear database. Available at http://www.ctim.
es/research_works/ami_ear_database/.

Graven SN, Browne JV. 2008. Auditory development in the fetus and infant. Newborn and Infant
Nursing Reviews 8(4):187–193 DOI 10.1053/j.nainr.2008.10.010.

Hall JW III PhD. 2000. Development of the ear and hearing. Journal of Perinatology 20:S12–S20
DOI 10.1038/sj.jp.7200439.

Hoang VT. 2019. EarVN1. 0: a new large-scale ear images dataset in the wild. Data in Brief
27:104630 DOI 10.1016/j.dib.2019.104630.

Jha D, Riegler MA, Johansen D, Halvorsen P, Johansen HD. 2020. DoubleU-Net: a deep
convolutional neural network for medical image segmentation. In: 2020 IEEE 33rd International
Symposium on Computer-Based Medical Systems (CBMS), 558–564
DOI 10.1109/CBMS49503.2020.00111.

Kamboj A, Rani R, Nigam A. 2022. A comprehensive survey and deep learning-based approach
for human recognition using ear biometric. The Visual Computer 38(7):2383–2416
DOI 10.1007/s00371-021-02119-0.

Kisku DR, Gupta P, Mehrotra H, Sing JK. 2009. Multimodal belief fusion for face and ear
biometrics. Intelligent Information Management 1:166–171 DOI 10.4236/iim.2009.13024.

Kumar SN, Fred AL, Kumar HA, Varghese PS. 2018. Performance metric evaluation of
segmentation algorithms for gold standard medical images. In: Recent Findings in Intelligent
Computing Techniques. Cham: Springer, 457–469 DOI 10.1007/978-981-10-8633-5_45.

Kumar A, Wu C. 2012. Automated human identification using ear imaging. Pattern Recognition
45(3):956–968 DOI 10.1016/j.patcog.2011.06.005.

Mahajan A, Singla SK. 2024. Csa-gru: a hybrid CNN and self attention GRU for human
identification using ear biometrics. Evolving Systems 15:1197–1218
DOI 10.1007/s12530-023-09555-4.

Mehta R, Singh KK. 2022. Ear recognition system using averaging ensemble technique. Cham:
Springer, 220–229.

Alex et al. (2024), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.2603 14/16

http://dx.doi.org/10.1049/iet-bmt.2016.0002
http://dx.doi.org/10.48550/arXiv.1702.00307
http://dx.doi.org/10.1049/iet-bmt.2017.0209
http://dx.doi.org/10.1002/cpe.5197
http://www.ctim.es/research_works/ami_ear_database/
http://www.ctim.es/research_works/ami_ear_database/
http://dx.doi.org/10.1053/j.nainr.2008.10.010
http://dx.doi.org/10.1038/sj.jp.7200439
http://dx.doi.org/10.1016/j.dib.2019.104630
http://dx.doi.org/10.1109/CBMS49503.2020.00111
http://dx.doi.org/10.1007/s00371-021-02119-0
http://dx.doi.org/10.4236/iim.2009.13024
http://dx.doi.org/10.1007/978-981-10-8633-5_45
http://dx.doi.org/10.1016/j.patcog.2011.06.005
http://dx.doi.org/10.1007/s12530-023-09555-4
http://dx.doi.org/10.7717/peerj-cs.2603
https://peerj.com/computer-science/


Nanaware T, Nandargi S, Parag K, Pote N, Rawat C. 2019. Ear biometric techniques: a
comparative approach. In: International Journal of Emerging Technologies and Innovative
Research (www. jetir. org| UGC and ISSN Approved).

Oyebiyi OG, Abayomi-Alli A, Arogundade O‘T, Qazi A, Imoize AL, Awotunde JB. 2023. A
systematic literature review on human ear biometrics: approaches, algorithms, and trend in the
last decade. Information 14(3):192 DOI 10.3390/info14030192.

Pan X, Cao Y, Xu X, Lu Y, Zhao Y. 2008. Ear and face based multimodal recognition based on
KFDA. In: 2008 International Conference on Audio, Language and Image Processing. Piscataway:
IEEE, 965–969.

Pflug A, Busch C. 2012. Ear biometrics: a survey of detection, feature extraction and recognition
methods. IET Biometrics 1(2):114–129 DOI 10.1049/iet-bmt.2011.0003.

Prakash S, Gupta P. 2012a. An efficient technique for ear detection in 3D: invariant to rotation and
scale. Piscataway: IEEE, 97–102.

Prakash S, Gupta P. 2012b. An efficient ear localization technique. Image and Vision Computing
30(1):38–50 DOI 10.1016/j.imavis.2011.11.005.

Ronneberger O, Fischer P, Brox T. 2015. U-net: convolutional networks for biomedical image
segmentation. Cham: Springer, 234–241.

Shultz TR, Fahlman SE, Craw S, Andritsos P, Tsaparas P, Silva R, Drummond C, Ling CX,
Sheng VS, Drummond C. 2011. Confusion matrix. Encyclopedia of Machine Learning 61:209
DOI 10.1007/978-0-387-30164-8_157.

Sokolova M, Japkowicz N, Szpakowicz S. 2006. Beyond accuracy, F-score and ROC: a family of
discriminant measures for performance evaluation. In: Australasian Joint Conference on
Artificial Intelligence. Cham: Springer, 1015–1021 DOI 10.1007/11941439_114.

Srivastava P, Agrawal D, Bansal A. 2020. Ear detection and recognition techniques: a comparative
review. In: Advances in Data and Information Sciences: Proceedings of ICDIS 2019, 533–543.

Taha AA, Hanbury A. 2015. Metrics for evaluating 3D medical image segmentation: analysis,
selection, and tool. BMC Medical Imaging 15(1):29 DOI 10.1186/s12880-015-0068-x.

Thanh DNH, Erkan U, Prasath VS, Kumar V, Hien NN. 2019a. A skin lesion segmentation
method for dermoscopic images based on adaptive thresholding with normalization of color
models. In: 2019 6th International Conference on Electrical and Electronics Engineering (ICEEE).
Piscataway: IEEE, 116–120 DOI 10.1109/ICEEE2019.2019.00030.

Thanh DN, Prasath VS, Hien NN. 2019. Melanoma skin cancer detection method based on
adaptive principal curvature, colour normalisation and feature extraction with the ABCD Rule.
Journal of Digital Imaging 33(3):1–12 DOI 10.1007/s10278-019-00316-x.

Thanh DN, Sergey D, Surya Prasath VB, Hai NH. 2019b. Blood vessels segmentation method for
retinal fundus images based on adaptive princi-pal curvature and image derivative operators.
International Archives of the Photogrammetry, Remote Sensing & Spatial Information Sciences
XLII-2/W12:211–218 DOI 10.5194/isprs-archives-XLII-2-W12-211-2019.

Wahab NKA, Hemayed EE, Fayek MB. 2012. HEARD: an automatic human EAR detection
technique. In: 2012 International Conference on Engineering and Technology (ICET). Piscataway:
IEEE, 1–7.

Wang Z, Yang J, Zhu Y. 2021. Review of ear biometrics. Archives of Computational Methods in
Engineering 28(1):149–180 DOI 10.1007/s11831-019-09376-2.

Zhang Y, Mu Z. 2017. Ear detection under uncontrolled conditions with multiple scale faster
region-based convolutional neural networks. Symmetry 9:53 DOI 10.3390/sym9040053.

Alex et al. (2024), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.2603 15/16

http://dx.doi.org/10.3390/info14030192
http://dx.doi.org/10.1049/iet-bmt.2011.0003
http://dx.doi.org/10.1016/j.imavis.2011.11.005
http://dx.doi.org/10.1007/978-0-387-30164-8_157
http://dx.doi.org/10.1007/11941439_114
http://dx.doi.org/10.1186/s12880-015-0068-x
http://dx.doi.org/10.1109/ICEEE2019.2019.00030
http://dx.doi.org/10.1007/s10278-019-00316-x
http://dx.doi.org/10.5194/isprs-archives-XLII-2-W12-211-2019
http://dx.doi.org/10.1007/s11831-019-09376-2
http://dx.doi.org/10.3390/sym9040053
http://dx.doi.org/10.7717/peerj-cs.2603
https://peerj.com/computer-science/


Zhang Y, Mu Z, Yuan L, Yu C. 2018. Ear verification under uncontrolled conditions with
convolutional neural networks. IET Biometrics 7(3):185–198 DOI 10.1049/iet-bmt.2017.0176.

Zhou Z, Siddiquee MMR, Tajbakhsh N, Liang J. 2018. Unet++: a nested u-net architecture for
medical image segmentation. In: Deep Learning in Medical Image Analysis and Multimodal
Learning for Clinical Decision Support. Cham: Springer, 3–11
DOI 10.1007/978-3-030-00889-5_1.

Alex et al. (2024), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.2603 16/16

http://dx.doi.org/10.1049/iet-bmt.2017.0176
http://dx.doi.org/10.1007/978-3-030-00889-5_1
http://dx.doi.org/10.7717/peerj-cs.2603
https://peerj.com/computer-science/

	DANNET: deep attention neural network for efficient ear identification in biometrics
	Introduction
	Methodology
	RESULTS AND DISCUSSIONS
	Conclusion
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


