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ABSTRACT

There is an increasing number of big data science projects aiming to create value for
organizations by improving decision making, streamlining costs or enhancing
business processes. However, many of these projects fail to deliver the expected value.
It has been observed that a key reason many data science projects don’t succeed is not
technical in nature, but rather, the process aspect of the project. The lack of
established and mature methodologies for executing data science projects has been
frequently noted as a reason for these project failures. To help move the field forward,
this study presents a systematic review of research focused on the adoption of big
data science process frameworks. The goal of the review was to identify (1) the key
themes, with respect to current research on how teams execute data science projects,
(2) the most common approaches regarding how data science projects are organized,
managed and coordinated, (3) the activities involved in a data science projects life
cycle, and (4) the implications for future research in this field. In short, the review
identified 68 primary studies thematically classified in six categories. Two of the
themes (workflow and agility) accounted for approximately 80% of the identified
studies. The findings regarding workflow approaches consist mainly of adaptations to
CRISP-DM (vs entirely new proposed methodologies). With respect to agile
approaches, most of the studies only explored the conceptual benefits of using an
agile approach in a data science project (vs actually evaluating an agile framework
being used in a data science context). Hence, one finding from this research is that

Submitted 13 September 2021 future research should explore how to best achieve the theorized benefits of agility.
Accepted 3 January 2022 Another finding is the need to explore how to efficiently combine workflow and agile
Published 21 February 2022 frameworks within a data science context to achieve a more comprehensive approach
Corresponding author for project execution.

Iva Krasteva, iva.krasteva@gate-ai.eu

Academic editor
Stephen Piccolo Subjects Data Mining and Machine Learning, Data Science

Keywords Big data science, Project execution, Process frameworks, Big data science workflows,

Additional Information and ’ ]
Agile data science

Declarations can be found on

page 18

DOI 10.7717/peerj-cs.862 INTRODUCTION

€ Copyright There is an increasing use of big data science across a range of organizations. This means
2022 Saltz and Krasteva that there is a growing number of big data science projects conducted by organizations.
Distributed under These projects aim to create value by improving decision making, streamlining costs or

Creative Commons CC-BY 4.0

OPEN ACCESS

enhancing business processes.

How to cite this article Saltz JS, Krasteva 1. 2022. Current approaches for executing big data science projects—a systematic literature
review. Peer] Comput. Sci. 8:e862 DOI 10.7717/peerj-cs.862


http://dx.doi.org/10.7717/peerj-cs.862
mailto:iva.�krasteva@�gate-ai.�eu
https://peerj.com/academic-boards/editors/
https://peerj.com/academic-boards/editors/
http://dx.doi.org/10.7717/peerj-cs.862
http://www.creativecommons.org/licenses/by/4.0/
http://www.creativecommons.org/licenses/by/4.0/
https://peerj.com/computer-science/

PeerJ Computer Science

However, many of these projects fail to deliver the expected value (Martinez, Viles ¢
Olaizola, 2021). For example, VentureBeats (2019) noted that 87% of data science projects
never make it into production and a NewVantage survey (NewVantage Partners, 2019)
reported that for 77% of businesses, the adoption of big data and artificial intelligence
(AI) initiatives is a big challenge. A systematic review over the grey and scientific literature
has found 21 cases of failed big data projects reported over the last decade (Reggio ¢
Astesiano, 2020). This is due, at least in part, to that fact that data science teams generally
suffer from immature processes, often relying on trial-and-error and Ad Hoc processes
(Bhardwaj et al., 2015; Gao, Koronios & Selle, 2015; Saltz & Shamshurin, 2015). In short,
big data science projects often do not leverage well-defined process methodologies
(Martinez, Viles ¢» Olaizola, 2021; Saltz ¢» Hotz, 2020). To further emphasize this
point, in a survey to data scientists from both industry as well as from not-for-profit
organizations, 82% of the respondents did not follow an explicit process methodology for
developing data science projects, and equally important, 85% of the respondents stated
that using an improved and more consistent process would produce more effective data
science projects (Saltz et al., 2018).

While a literature review in 2016 did not identify any research focused on improving
data science team processes (Saltz &> Shamshurin, 2016), more recently, there has been
increase in the studies specifically focused on how to organize and manage big data science
projects in more efficient manner (e.g. Martinez, Viles & Olaizola, 2021; Saltz ¢ Hotz,
2020).

With this in mind, this paper presents a systematic review of research focused on
the adoption of big data science process frameworks. The purpose is to present an overview
of research works, findings, as well as implications for research and practice. This is
necessary to identify (1) the key themes, with respect to current research on how teams
execute data science projects, (2) the most common approaches regarding how data
science projects are organized, managed and coordinated, (3) the activities involved in a
data science projects life cycle, and (4) the implications for future research in this field.

The rest of the paper is organized as follows: “Background and Related Work” section
provides information on big data process frameworks and the key challenges with respect
to teams executing big data science projects. In the “Survey Methodology” section, the
adopted research methodology is discussed, while the “Results” section presents the
findings of the study. The insights from this SLR as well as implications for future research
and limitations of the study are highlighted in the “Discussion” section. “Conclusions”
section concludes the paper.

BACKGROUND AND RELATED WORK

It has been frequently noted that project management (PM) is a key challenge for
successfully executing data science projects. In other words, a key reason many data
science projects fail is not technical in nature, but rather, the process aspect of the project
(Ponsard et al., 2017). Furthermore, Espinosa ¢» Armour (2016) argue that task
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coordination is a major challenge for data projects. Likewise, Chen, Kazman ¢ Haziyev
(2016) conclude that coordination among business analysts, data scientists, system
designers, development and operations is a major obstacle that compromises big data
science initiatives. Angée et al. (2018) summarized the challenge by noting that it is
important to use an appropriate process methodology, but which, if any, process is the
most appropriate is not easy to know.

The importance of using a well-defined process framework

This data science process challenge, in terms of knowing what process framework to use
for data science projects, is important because it has been observed that big data

science projects are non-trivial and require well-defined processes (Angée et al., 2018).
Furthermore, using a process model or methodology results in higher quality outcomes
and avoids numerous problems that decrease the risk of failure in data analytics projects
(Mariscal, Marbdn ¢ Ferndndez, 2010). Example problems that occur when a team does
not use a process model include the team being slow to share information, deliver the
wrong result, and in general, work inefficiently (Gao, Koronios ¢ Selle, 2015; Chen et al.,
2017).

The most common framework: CRISP-DM

The CRoss-Industry Standard Process for Data Mining (CRISP-DM) (Chapman et al.,
2000) along with Knowledge Discovery in Databases (KDD) (Fayyad, Piatetky-Shapiro ¢
Smyth, 1996), which both were created in the 1990s, are considered ‘canonical’
methodologies for most of the data mining and data science processes and methodologies
(Martinez-Plumed et al., 2019; Mariscal, Marbdn ¢ Ferndndez, 2010). The evolution of
those methodologies can be traced forward to more recent methodologies such as Refined
Data Mining Process (Mariscal, Marbdn ¢ Ferndndez, 2010), IBM’s Foundational
Methodology for Data Science (Rollins, 2015) and Microsoft’s Team Data Science Process
(Microsoft, 2020).

However, recent surveys show that when data science teams do use a process,
CRISP-DM has been consistently the most commonly used framework and de facto
standard for analytics, data mining and data science projects (Martinez-Plumed et al.,
2019; Saltz & Hotz, 2020). In fact, according to many opinion polls, CRISP-DM is the only
process framework that is typically known by data science teams (Saltz, n.d.), with roughly
half the respondents reporting to use some version of CRISP-DM.

Specifically, CRISP-DM defines the following six phases:

Business understanding—includes identification of business objectives and data mining
goals

Data understanding—involves data collection, exploration and validation

e Data preparation—involves data cleaning, transformation and integration

Modelling—includes selecting modelling technique and creating and assessing models
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e Evaluation—evaluates the results against business objectives

e Deployment—includes planning for deployment, monitoring and maintenance.

CRISP-DM allows some high-level iteration between the steps (Gao, Koronios & Selle,
2015). Typically, when a project uses CRISP-DM, the project moves from one phase (such
as data understanding) to the next phase (e.g., data preparation). However, as the team
deems appropriate, the team can go back to a previous phase. In a sense, one can think of
CRISP-DM as a waterfall model for data mining (Gao, Koronios ¢ Selle, 2015).

While CRISP-DM is popular, and CRISP-DM’s phased based approach is helpful to
describe what the team should do, there are some limitations with the framework. For
example, the framework provides little guidance on how to know when to loop back to a
previous phase, iterate on the current phase, or move to the next phase. In addition,
CRISP-DM does not contemplate the need for operational support after deployment.

The stated need for more research

Given that many data science teams do not use a well-defined process and that others use
CRISP-DM with known challenges, it is not surprising that there has been a consistent
calling for more research with respect to data science team process. For example, in
Cao’s discussion of Data Science challenges and future directions (Cao ¢ Fayyad, 2017),
it was noted that one of the key challenges in analyzing data includes developing
methodologies for data science teams. Gupte (2018) similarly noted that the best approach
to execute data science projects must be studied. However, even with this noted challenge
on data science process, there is a well-accepted view that not enough has been written
about the solutions to tackle these problems (Martinez, Viles ¢ Olaizola, 2021).

Is there still a need for more research?
This lack of research on data science process frameworks was certainly true 6 years ago,
when the need for concise, thorough and validated information regarding the ways data
science projects are organized, managed and coordinated was noted (Saltz, 2015). This
need was further clarified when, in a literature review of big data science process research,
no papers were found that focused on improving a data science team’s process or
overall project management (Ransbotham, David ¢ Prentice, 2015). This was also
consistent with the view that most big data science research has focused on the technical
capabilities required for data science and has overlooked the topic of managing data
science projects (Saltz & Shamshurin, 2016).

However, much has happened during the past 6 years, with respect to research on data
science process frameworks. With this in mind, to help move the field forward, this
research aims to focus on the following research questions:

e RQI: Has research in this domain increased recently?

e RQ2: What are the most common approaches regarding how data science projects are
organized, managed and coordinated?

e RQ3: What are the phases or activities in a data science project life cycle?
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SURVEY METHODOLOGY

While there are many approaches to a literature review, one approach, which is followed in
this research, is to combine quantitative and qualitative analysis to provide deeper insights
(Joseph et al., 2007). Furthermore, the systematic literature review conducted in this
study leveraged the guidelines for performing SLRs suggested by Kitchenham ¢ Charters
(2007) and the data were collected in a similar manner as described in Saltz ¢ Dewar
(2019). Hence, the SLR process consisted of three phases: planning, conducting and
reporting the review. The subsections below present the outcomes of the first two phases,
while the results of the review are reported in the next section.

Planning the review

In general, systematic reviews address the need to summarize and present the existing
information about some phenomenon in a thorough and unbiased manner (Kitchenham ¢
Charters, 2007). As previously noted, the need for concise, thorough and validated
information regarding the ways data science projects are organized, managed and
coordinated is justified by the lack of established and mature methodologies for executing
data science projects. This has led to our previously defined research questions, which are
the drivers for how we structured our research.

The study search space comprises the following five online sources: ACM Digital
Library, IEEEXplore, Scopus, ScienceDirect and Google Scholar. In addition to online
sources, the search space might be enriched with reference lists from relevant primary
studies and review articles (Kitchenham ¢ Charters, 2007). Specifically, the papers that
cite the study providing justification for the present research (Saltz, 2015) and the previous
SLR on the subject (Saltz ¢» Shamshurin, 2016) are added to the study search space.

Our search strategy includes both metadata and full-text searches over the selected
online sources. The search phases that were identified after a couple of iterations, cover the
two key concepts relevant to the study:

e Data science related terms: (“data science” OR “big data” OR “machine learning”).

e Project execution related terms: (“process methodology” OR “team process” OR “team
coordination” OR “project management”).

To determine whether a paper should be included in our analysis, the following
selection criteria are defined:

e Inclusion criteria:

O Papers that fully or partly include a description of the organization, management or
coordination of big data science projects.

O Papers that suggest specific approaches for executing big data science projects.
O Papers that were published after 2015.
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e Exclusion criteria:

O Papers that are not written in English

o

Papers that did not focus on data science team process, but rather, focused on using
data analytics to improve overall project management processes were excluded.

O Papers that had no form of peer review (e.g. blogs).

O Papers with irrelevant document type such as posters, conference summaries, etc.

Our exclusion of papers that discussed the use of analytics for overall project management
considerations was driven by our desire to focus this research on understanding the
specific attributes of data science projects, and how different frameworks were, or were not,
applicable in the context of a data science project. This does not imply that data science has
no role in helping to improve overall project management approaches. In fact, data science
can and should add to the field of general project management, but we view this analysis as
beyond the scope of our research.

The selection procedure describes how the selection criteria will be applied while
conducting the study (Kitchenham ¢ Charters, 2007; Saltz ¢ Dewar, 2019). In our case, we
planned two selection steps:

o Stepl: Title and abstract screen—Initially, after the relevant papers from the search
space are identified according to the study search strategy, the selection criteria will be
applied considering only the title and the abstracts of the papers. This step is to be
executed by the two authors over different sets of identified papers.

o Step2: Full text screen—The full text of the candidate papers will then be reviewed by the
two authors independently to identify the final set of primary studies to be included for
turther data analysis.

The approach for data extraction and synthesis followed in our study is based on the
content analysis suggested in Elo ¢» Kyngds (2008), Hsieh & Shannon (2005). After
exploring the key concepts used within each of the primary studies, general research
themes are to be identified and further analysis of the data with respect to the study
research questions is to be performed in both qualitative and quantitative manner.

Conducting the review
The SLR procedure was performed at the beginning of May, 2021. Because of the
differences in running the searches over the online sources included in our search space,
the identification of research and the first step of the selection procedure for Google
Scholar were executed independently from the other digital libraries.

Three searches for the identification of relevant studies were executed over Google
Scholar database with the following search strings:

e Search 1, the “data science” search: “data science” AND (“process methodology” OR
“team process” OR “team coordination” OR “project management”).
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e Search 2, the “machine learning” search: “machine learning” AND (“process
methodology” OR “team process” OR “team coordination” OR “project management”).

e Search 3, the “big data” search: “big data” AND (“process methodology” OR “team
process” OR “team coordination” OR “project management”).

Since the number of papers returned after executing the searches were very large, via a
snowball sampling approach, only the first 220 papers in each result sets were included for
turther analysis. The first step of the selection procedure was executed for the unique
papers in each of the sets and 48 papers were selected as candidates for primary studies.
Table 1 shows the exact number of papers returned after running the searches and the first
step of the selection procedure for Google Scholar.

Executing the initial search strings over the digital libraries resulted a vast number of
papers (e.g., over 1,500 papers for IEEE Xplore full text). Motivated by the results of
the executed searches in Google Scholar, an optimization of the search terms was
introduced. Since the ratio of candidate to retrieved papers for the “machine learning”
Google Scholar search string was very low and only one paper was selected after the first
step of the selection procedure, we removed the term “machine learning” from the initial
“Data science related terms” search phrase. The final search string that was used for
identification of studies from the digital libraries the was: (“data science” OR “big data” OR
“machine learning”) AND (“process methodology” OR “team process” OR “team
coordination” OR “project management”).

Both metadata and full text searches were performed over the four digital libraries:

ACM Digital Library—full text search.
IEEEXplore—metadata-based and full text searches.

e Scopus—metadata-based search.

ScienceDirect—metadata-based search.

When executing the searches, appropriate filters helping to meet inclusion and
exclusion criteria for each of the sources were applied where available. We used Mendeley
as a reference management tool to help us organize the retrieved papers and to automate
the removal of duplicates. A total of 1,944 was returned by the searches, from which
1,697 were unique papers. After executing the title and abstract screen, 98 papers were
selected for candidates for primary studies. The exact numbers of retrieved and candidate
papers are presented in Table 2. The numbers shown in the table include papers duplicated
across the digital libraries.

The relevant studies search space comprised the papers that cite the two studies which
provide the proper justification and relevant background for our research, namely
(Saltz, 2015) and (Saltz & Shamshurin, 2016). A total of 159 papers were found to cite the
two papers. After filtering the papers by screening the titles and abstracts, 64 of those
papers were selected for candidate primary studies.

A consolidated list of all the candidate papers which were selected in the previous step of
the selection procedure was created. The list included 120 unique papers. After performing
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Table 1 Retrieved and candidate papers from Google Scholar.

Search strings Retrieved papers Candidate papers
“data science” search string 9,200 (first 220 used) 37

“machine learning” search string 17,800 (first 220 used) 1

“big data” search string 17,600 (first 220 used) 10

Table 2 Retrieved and candidate papers from digital libraries.

Digital library search Retrieved papers Candidate papers
Scopus: Metadata 327 52

ACM: Full text 330 18

IEEE: All metadata 197 24

IEEE: Full Text 1,066 36

Science Direct: Metadata 24 5

the next step of the selection procedure (full text review), 68 papers were selected.
These papers comprised the list of primary studies that were further analyzed to provide
the answers to our research questions. The steps of the SLR procedure that led to the
identification of the primary studies for our study are presented in Fig. 1.

Following the guidelines by Cruzes ¢» Dybda (2011), thematic analysis and synthesis was
applied during data extraction and synthesis. We used the integrated approach (Cruzes ¢
Dyba, 2011), which employs both inductive and deductive code development, for
retrieving the research themes related to the execution of data science projects as well as for
defining the categories of workflow approaches and the themes for agile adoption
presented in the following section.

RESULTS

This section presents the findings of the SLR with regard to the three research questions
defined in the planning phase.

Research activity in this domain (RQ1)

As shown in Fig. 2, there has been an increase in the number of articles published over
time. Note that the review was in done in May 2021, so the 2021 year was on pace to have
more papers than any other year (i.e., over the full year, 2021 was on pace to have 18+
papers). Furthermore, it is likely that 2020 had a reduction due to COVID.

We also explored publishing outlets. Specifically, Fig. 3 shows the number of papers
for each publisher. IEEE was the most frequent publisher, with 31 (46%) papers, due in
part to a yearly IEEE workshop on this domain, that started in 2015. The next highest
publisher was ACM, with nine papers (13%).
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Figure 1 Steps of the SLR procedure for identification of primary studies.
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Approaches for executing data science projects (RQ2)

Table 3 provides an overview of the six themes identified, with respect to the approaches
for defining and using a data science process framework. The table also shows the relevant
primary studies. While the six themes that we identified in our SLR are all relevant to
project execution, there was a wide range in the number of papers published for the
different themes. The ratio of publications across the different themes provides a high-level
view of current research efforts regarding the execution of data science projects.

Below we provide a description for each of the themes, with an expanded focus on the
two most popular themes (workflows and agility).

Workflows papers explored how data science projects were organized with respect to
the phases, steps, activities and tasks of the execution process (e.g., CRISP-DM’s project
phases). There were 27 papers in this theme, which is about 40% of the total number
of primary studies. Workflow approaches are discussed in our second research question
and a detailed overview of the relevant studies will be provided in the following section.

Saltz and Krasteva (2022), PeerdJ Comput. Sci., DOI 10.7717/peerj-cs.862 9/24


http://dx.doi.org/10.7717/peerj-cs.862/fig-1
http://dx.doi.org/10.7717/peerj-cs.862
https://peerj.com/computer-science/

PeerJ Computer Science

16
14
12
Elf. 10
£,
é I
6
4
2
0 I I I
2015 2016 2017 2018 2019 2020 2021
Year
Figure 2 Number of papers per year. Full-size &al DOT: 10.7717/peerj-cs.862/fig-2
35
30
25
§ 20
£
2 15
10
5
IEEE ACM Springer AIS Elsevier HICSS Other
Publishers
Figure 3 Number of papers for each publisher. Full-size K&l DOT: 10.7717/peerj-cs.862/fig-3

Agility papers described the adoption of agile approaches and considered specific
aspects of project execution such as the need for iterations or how teams should
coordination and collaborate. The high number of papers categorized in the Agility
theme (26 out of 68) might be due to the successful adoption of agile methodologies in
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Table 3 Themes relevant to execution of data science projects.

Theme Primary studies Total
number
Workflows  See Table 4 27
Agility See Table 5 26
Process (Saltz, 2017, 2018; Saltz ¢ Hotz, 2021; Soukaina et al., 2019; Saltz & Shamshurin, 2017; Shamshurin ¢ Saltz, 2019a) 6
adoption

General PM  (Saltz & Shamshurin, 2015; Mao et al., 2019; Ramesh ¢ Ramakrishna, 2018; Mullarkey et al., 2019) 4

Tools (Marin, 2019; Wang et al., 2019; Chen et al., 2020; Saltz et al., 2020; Crowston et al., 2021) 5
Reviews (Saltz, 2015; Saltz ¢ Shamshurin, 2016; Schroer, Kruse & Gomez, 2021; Plotnikova, Dumas ¢ Milani, 2020; Krasteva & 7

Ilieva, 2020; Martinez, Viles ¢ Olaizola, 2021; Saltz et al., 2018)

various software development projects. The theme will be covered in the next section since
agile adoption is also relevant to our second research question. Seven papers explored both
the workflows and agility themes.

Process adoption papers discussed the key factors as well as the challenges for a data
science team to adopt a new process. Specifically, the papers that discussed process
adoption considered questions such as acceptance factors (Saltz, 2017, 2018; Saltz ¢~ Hotz,
2021), project success factors (Soukaina et al., 2019), exploring the application of software
engineering practices in the data science context (Saltz ¢» Shamshurin, 2017), and
would deep learning impact a data science teams process adoption (Shamshurin ¢ Saltz,
2019a).

General PM papers discussed general project management challenges. These papers did
not focus on addressing any data science unique characteristics, but rather, general
management challenges such as the team’s process maturity (Saltz ¢ Shamshurin, 2015),
the need for collaboration (Mao et al., 2019), the organizational needs and challenges when
executing projects (Ramesh & Ramakrishna, 2018) and training of human resources
(Mullarkey et al., 2019).

Tools focused papers described new tools that could improve the data science team’s
productivity. Five papers explored how different tools, both custom and commercial,
could be used to support various aspects of the execution of the data science projects. The
tools explored focused on communication and collaboration (Marin, 2019; Wang et al.,
2019), Continuous Integration/Continuous Development (Chen et al., 2020), the
maintainability of a data science project (Saltz et al., 2020) and a tool to improve the
coordination of the data science team (Crowston et al., 2021).

Reviews were papers that reported on a SLR for a specific topic related to data science
project execution or papers that report on an industry survey. An SLR aiming to find
out benefits and challenges on applying CRISP-DM in research studies is presented in
Schroer, Kruse ¢» Gomez (2021). How different data mining methodologies are adapted in
practice is investigated in Plotnikova, Dumas ¢ Milani (2020). That literature review
covered 207 peer-reviewed and ‘grey’ publications and identified four adaptation patters
and two recurrent purposes for adaptation. Another SLR focused on experience reports
and explored the adoption of agile software development methods in data science
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Table 4 Workflow categories.

Category Reference Primary studies
workflows
New N\A (Dutta ¢ Bose, 2015; Shah, Gochtovtt & Baldini, 2019)
CRISP-DM (Grady, 2016; Grady, Payne & Parker, 2017; Ahmed, Dannhauser & Philip, 2019)
KDD, CRISP-DM  (Amershi et al., 2019)
Standard CRISP-DM (Saltz, Shamshurin & Crowston, 2017; Saltz, Heckman & Shamshurin, 2017; Saltz & Heckman, 2018)
Specialization CRISP-DM (Kalgotra & Sharda, 2016; Schwenzfeier ¢ Gruhn, 2018)
KDD (Vernickel et al., 2019)
Extension CRISP-DM (Ponsard, Touzani & Majchrowski, 2017; Ponsard et al., 2017; Asamoah & Sharda, 2019; Qadadeh ¢ Abdallah,
2020)
KDD (Silva, Saraee & Saraee, 2019)
other (Lin & Huang, 2017; Angée et al., 2018; Baijens ¢» Helms, 2019)
Enrichment CRISP-DM (Yamada & Peran, 2017; Martinez-Plumed et al., 2019; Kolyshkina & Simoff, 2019; Costa & Aparicio, 2020;
Kordon, 2020; Fahse, Huber & van Giffen, 2021)
other (Zhang, Muller & Wang, 2020)

projects (Krasteva ¢ Ilieva, 2020). An extensive critical review over 19 data science
methodologies is presented in Martinez, Viles ¢» Olaizola (2021). The paper also proposed
principles of an integral methodology for data science which should include the three
foundation stones: project, team and data & information management. Professionals with
different roles across multiple organizations were surveyed in Saltz et al. (2018) about the
methodology they used in their data science projects and whether an improved project
management process would benefit their results. The two papers that formed the core of
our search space of related papers (Saltz, 2015) and (Saltz ¢» Shamshurin, 2016), were also
included in the Reviews thematic category.

Workflow approaches

The thematic analysis of the workflows for data science projects revealed that the
workflows might be broadly categorized in three groups: (1) standard, (2) new, and
(3) adapted workflows. Furthermore, three sub-categories of adapted workflows were
synthesized based on the aim of the adoption:

e Specialization—adjustments to standard workflows, which are made to better suit
particular big data technology or specific domain.

o Extension—addition of new steps, tasks or activities to extend standard workflow
phases.

e Enrichment—extension of the scope of a standard workflow to provide more
comprehensive coverage of the project execution activities.

An overview of workflow categories and respective primary studies is presented in
Table 4. Multiple studies of the same workflow are shown in brackets. Most of the
workflows use a standard framework as a reference point for specification of both new and
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adapted workflows. As seen in Table 4, CRISP-DM provides the basis for the majority of
the workflow papers. Below we explore each of these categories in more depth.

New workflows

While the workflow proposed in Grady (2016) make use of CRISP-DM activities, a new
workflow with four phases, five stages and more than 15 activities was designed to
accommodate big data technologies and data science activities. Providing a more focused
technology perspective (Amershi et al., 2019) proposes a nine-stage workflow for
integrating machine learning into application and platform development. Uniting the
advantages of experimentation and iterative working along with a greater understanding of
the user requirements, a novel approach for data projects is proposed in Ahmed,
Dannhauser & Philip (2019). The suggested workflow consists of three stages and seven
steps and integrates the principles of the Lean Start-up method and design thinking with
CRISP-DM activities. The workflows in Dutta ¢» Bose (2015) and Shah, Gochtovtt ¢
Baldini (2019) are designed and used in companies, and integrate strategic perspective with

planning, management and implementation.

Standard workflows

Three of the primary studies reported on using CRISP-DM in student projects and
compared and contracted the adoption of different methodologies (e.g. CRISP-DM, Scrum
and Kanban) for executing data science projects.

Workflow specializations

Specialization category is the smallest of the three adaption sub-categories. Two of the
workflows in this category were based on CRISP-DM and were specialized for sequence
analysis (Kalgotra ¢ Sharda, 2016) or anomaly detection (Schwenzfeier & Gruhn, 2018).
In addition, a revised KDD procedure model for time-series data was proposed in
Vernickel et al. (2019).

Workflow extensions

An extension to CRISP-DM for knowledge discovery on social networks was specified as a
seven-stage workflow that can be applied in different domains intersecting with social
network platforms (Asamoah ¢ Sharda, 2019). While this workflow extended CRISP-DM
for big data, the workflows in Ponsard, Touzani ¢ Majchrowski (2017) and Qadadeh ¢
Abdallah (2020) added additional workflow steps focused on identification of data value
and business objectives. An extension to KDD for public healthcare was proposed in
Silva, Saraee & Saraee (2019). The suggested workflow implies user-friendly techniques
and tools to help healthcare professionals use data science in their daily work. By
performing a SLR of recent developments in KD process models (Baijens ¢ Helms, 2019)
proposes relevant adjustments of the steps and tasks of the Refined Data Mining
Process (Mariscal, Marbdn & Fernandez, 2010). The IBM’s Analytics Solutions Unified
Method for Data Mining/predictive analytics (ASUM-DM) is extended in Angée et al.
(2018) for a specific use case in the banking sector with focus on big data analytics,
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Table 5 Agility themes.

Theme Primary studies Type Total
number

Conceptual Benefits (Frankovd, Drahosovd & Balco, 2016; Dharmapal ¢ Sikamani, 2016; Grady, Payne & Parker, 2017; Al- Conceptual 15 (58%)
of Agility Jaroodi, Hollein & Mohamed, 2017; Ponsard, Touzani ¢» Majchrowski, 2017; Becker, 2017; Ponsard
et al., 2017; Hassani, El Idrissi & Abouabdellah, 2018; Demigha, 2019; Shah, Gochtovtt & Baldini,
2019; Saltz & Suthrland, 2019; Reggio & Astesiano, 2020; Baijens, Helms & Kusters, 2020; Aho et al.,
2020; Rotondo & Quilligan, 2020)

Challenges in (Saltz, Shamshurin & Crowston, 2017; Saltz, Heckman & Shamshurin, 2017; Singla, Bose ¢ Naik, 2018; Case Study 5 (19%)
Scrum Saltz & Shamshurin, 2019; Baijens, Helms & Iren, 2020)

Scrum is used (Maria et al., 2015; Saltz & Hotz, 2020) Case Study 2 (7%)

Conceptual Benefits (Larson ¢» Chang, 2016; Dabrowski, 2021) Conceptual 2 (7%)
of Scrum

Conceptual Benefits (Ahmed, Dannhauser ¢ Philip, 2019) Conceptual 1 (4%)
of Lean

Challenges in (Shamshurin & Saltz, 2019b) Case Study 1 (4%)
Kanban

prototyping and evaluation. A software engineering lifecycle process for big data projects is
proposed in Lin ¢ Huang (2017) as an extension to the ISO/IEC standard 15288:2008.

Workflow enrichments

There were several papers that extend CRISP-DM in different dimensions. The studies in
Kolyshkina & Simoff (2019) and Fahse, Huber ¢ van Giffen (2021) addressed two
important aspects of ML solutions—interpretability and bias, respectively. They suggested
new activities and methods integrated in CRISP-DM steps for satisfying desired
interpretability level and for bias prevention and mitigation. A novel approach for custom
workflow creation from a flexible and comprehensive Data Science Trajectory map of
activities was suggested in Martinez-Plumed et al. (2019). The approach is designed to
address the diversity of data science projects and their exploratory nature. The workflow
presented in Kordon (2020) proposes improvements to CRISP-DM in several areas—
maintenance and support, knowledge acquisition and project management. Scheduling,
roles and tools are integrated with CRISP-DM in a methodology, presented in Costa ¢
Aparicio (2020). Checkpoints and synchronization are used in the proposed in Yamada ¢
Peran (2017) Analytics Governance Framework to facilitate communication and
coordination between the client and the data science team. Collaboration is the primary
focus in Zhang, Muller & Wang (2020), in which a basic workflow is extended with
collaborative practices, roles and tools.

Agile approaches

As shown in Table 5, there were 26 papers that focused on the need for agility within data
science projects. Only 31% of the papers actually reported on teams using an agile
approach. The rest of the papers, 69% (18 of the 26 papers), were conceptual in nature.
These conceptual papers explained why it makes sense that a framework should be helpful
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for a data science project but provided no examples that the framework actually helps a
data science team.

Specifically, the vast majority of the papers (15 papers), explored the potential benefits
of agility for data science projects. These papers were labeled general agility papers
since they did not explicitly support any specific agile approach, but rather, noted the
benefits teams should get by adopting an agile framework. The expected benefits of agility
typically focused on the need for multiple iterations to support the exploratory nature of
data science projects, especially since the outcomes are uncertain. This would allow teams
to adjust their future plans based on the results of their current iteration.

Two papers discussed the potential benefits of Scrum. However, five papers reported
on the difficulty teams encountered when they actually tried to use Scrum. Often times,
issues arose due to the challenge in accurately estimating how long a task would take to
complete. This issue of task estimation impacted the team’s ability to determine what
work items could fit into a sprint. Two other papers reported on the use of Scrum within
data science team, but both of those papers did not describe in depth how the team used
Scrum, nor if there were any benefits or issues due to their use of Scrum.

Finally, one paper discussed the conceptual benefits of using a lean approach and a
different paper reported on the challenge in using Kanban (which can be thought as
supporting both agility and lean principles). That paper explored the need for the process
master role, similar to the Scrum Master role in Scrum.

Combined approaches

The seven papers that covered both the workflow and agility themes presented a more
comprehensive methodology for project execution. Several proposed new frameworks
(Grady, Payne & Parker, 2017; Ponsard, Touzani & Majchrowski, 2017; Ponsard et al.,
2017; Ahmed, Dannhauser ¢ Philip, 2019). All of the newly proposed frameworks defined
a new workflow (typically based on CRISP-DM), and also suggested that the project do
iterations and focus on creating a minimal viable product (MVP). However, there was
no consensus on if the iterations should be time-boxed or capability based. Furthermore,
there no consensus on how to integrate the data science life cycle into each iteration. In
fact, two papers didn’t explicitly address this question (Ponsard, Touzani ¢ Majchrowski,
2017; Ponsard et al., 2017) and another article implied that something should be done
for each phase in each sprint (Grady, Payne ¢» Parker, 2017). Yet another article suggested
that maybe some iterations focus on a specific phase and other iterations might focus on
more than one phase (Ahmed, Dannhauser ¢ Philip, 2019).

Three articles analyzed existing frameworks, including both workflow and agile
frameworks (Saltz, Shamshurin ¢ Crowston, 2017; Saltz, Heckman ¢ Shamshurin, 2017;
Shah, Gochtovtt ¢ Baldini, 2019). For both of these articles, there was not explicit
discussion on how to integrate workflow frameworks with agile frameworks.

Data science project life cycle activities (RQ3)
Table 6 shows a synthesized overview of the life cycle phases mentioned in the workflow
papers, presented above. This table also shows the number (and percentage) of papers that
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Table 6 Data science life cycle activities.

Theme Total number CRISP-DM phase
Readiness assessment 1 (4%)

Project organization 5 (18%)

Business understanding 19 (68%) v
Problem identification 8 (29%)

Data acquisition 10 (36%)

Data understanding 15 (54%) v
Data preparation 21 (75%) v
Feature engineering 4 (14%)

Data analysis/Exploration 9 (32%)

Modeling 25 (89%) v
Model refinement 2 (7%)

Evaluation 23 (82%) v
Interpret/Explain 2 (7%)

Deployment 20 (71%) 4
Business value 5 (18%)

Monitoring 2 (7%)

Maintenance 3 (11%)

mention a specific data science life cycle phase. One can note that the most common
phases are the CRISP-DM phases.

DISCUSSION

The section presents further analysis on the findings of the study, highlighting the insights
and implications for future research as well as exploring several validity threats.

Insights and implications for future research

The analysis of the information extracted for each primary study provided interesting
insights on how data science projects are currently organized, managed and executed. The
findings regarding categories of workflows confirm the trend observed in Plotnikova,
Dumas & Milani (2020) of the large number of adaptations of workflow frameworks

(vs proposing new methodologies). While CRISP-DM is reported to be the most widely
used framework for data science projects (e.g. Saltz ¢ Hotz, 2020), the adaptions of
CRISP-DM in data science projects are much more commonly reported in the research
literature, which raises the question if teams are adapting CRISP-DM, when they are using
it within their project.

Most of the agility papers were conceptual in nature, and many of the other papers
reported on issues when using Scrum. Hence, more research is needed to explore how to
achieve the theorized benefits of agility, perhaps by adapting Scrum or using a different
framework.

Combining workflow approaches with agile frameworks within a data science context is
a way to achieve an integral framework for project execution. However, more research
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is needed on how to combine these two approaches. For example, the research presented in
Martinez, Viles ¢ Olaizola (2021) over the 19 methodologies for data science projects
determined that only four of them could be classified as integral according to the criteria
defined in the study. Specifying new data science methodologies that cover different
aspects of project execution (e.g. team coordination, data and system engineering,
stakeholder collaboration) is a promising direction for future research.

To explore if the life cycle activities mentioned in the workflow papers have changed
over time, we conducted a comparative analysis with a similar SLR in which 23 data
mining process models are compared based on process steps (Rotondo ¢ Quilligan, 2020).
As all of the papers from the previous SLR were prior to 2018, comparing the two
SLR’s provides a way to see if the usage of different phases has changed over time. It
was observed that the use of an exploratory phase (Data Analysis/Exploration) was
increasing, while the model interpretation and explanation phase (Interpret/Explain) was
decreasing. The last is perhaps due to these tasks being integrated into the evaluation
phase.

Validity threats

Several limitations of the study present potential threats to its validity. One limitation is
that the SLR was based on a specific set of search strings. It is possible a different search
string could have identified other interesting articles. Adding an additional search

space based on citations of relevant studies tried to mitigate the impact of this potential
threat.

Another limitation is that while authors explored ACM Digital Library, IEEEXplore,
Scopus, ScienceDirect and Google Scholar databases, which index high impact journals
and conference papers from IEEE, ACM, SpringerLink, and Elsevier, it is possible that
some relevant articles from other publication outlets could have been missed. In addition,
the grey literature was not analyzed. This literature could have provided additional insights
on the adoption of data science approaches in industrial settings. Yet another limitation is
that the analysis and synthesis were based on qualitative content analysis and thematic
synthesis of the selected articles by the research team. The authors tried to minimize the
subjectivity of researchers’ interpretation by cross-checking papers to reduce bias.

CONCLUSIONS

This study presents a systematic review of research focused on the adoption of big data
science process frameworks. The study shows that research on how data science projects
are organized, managed and executed has increased significantly during the last 6 years.
Furthermore, the review identified 68 primary studies and thematically classified these
studies in six key themes, with respect to current research on how teams execute data
science projects (workflows, agility, process adoption, general PM, tools, and reviews).
CRISP-DM was the most common workflow discussed, and the different adaption patterns
of CRISP-DM—specializations, extensions and enrichments, were the most common
approaches for specifying and using adjusted workflows for data science projects.
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However, standardized approaches explicitly designed for the data science context
were not identified, and hence, is a gap in current research and practice. Similarly, with
respect to agile approaches, more research is needed to explore how and if the conceptual
benefits of agility noted in many of the identified papers can actually be achieved in
practice. In addition, another direction for future research is to explore combining
workflow and agile approaches into a more comprehensive framework that covers
different aspects of project execution.

The current study can be enhanced and extended in three directions. First, the search
space could be expanded by using the snowballing technique (Wohlin, 2014) for
identification of relevant articles. Some of the primary studies identified in the current
study can be used as seed papers in a future execution of the procedure. Second,
conducting a multivocal literature review (Garousi, Felderer ¢ Mdntyld, 2016) including
grey literature can complement the results of the study by collecting more experience
reports and real-world adoptions from industry. Finally, future research could explore if
the process used should vary based on different industries, or if, the appropriate data
science process is independent of the specific industry project context.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding

This research work has been supported by the GATE project, funded by the H2020
WIDESPREAD-2018-2020 TEAMING Phase 2 programme under grant agreement

no. 857155 and by Operational Programme Science and Education for Smart Growth
under Grant Agreement No. BGO5M20P001-1.003-0002-C01. The funders had no role in
study design, data collection and analysis, decision to publish, or preparation of the
manuscript.

Grant Disclosures

The following grant information was disclosed by the authors:

H2020 WIDESPREAD-2018-2020 TEAMING: 857155.

Operational Programme Science and Education: BGO5M20P001-1.003-0002-CO1.

Competing Interests
The authors declare that they have no competing interests.

Author Contributions

o Jeffrey S. Saltz conceived and designed the experiments, performed the experiments,
analyzed the data, prepared figures and/or tables, authored or reviewed drafts of the
paper, and approved the final draft.

e Iva Krasteva conceived and designed the experiments, performed the experiments,
analyzed the data, prepared figures and/or tables, authored or reviewed drafts of the
paper, and approved the final draft.

Saltz and Krasteva (2022), Peerd Comput. Sci., DOl 10.7717/peerj-cs.862 18/24


http://dx.doi.org/10.7717/peerj-cs.862
https://peerj.com/computer-science/

PeerJ Computer Science

Data Availability
The following information was supplied regarding data availability:

All data (papers) reviewed and analysed are available in ACM Digital Library,
IEEEXplore, Scopus, ScienceDirect and Google Scholar.

REFERENCES

Ahmed B, Dannhauser T, Philip N. 2019. A Lean Design Thinking Methodology (LDTM) for
Machine Learning and Modern Data Projects. In: 2018 10th Computer Science and Electronic
Engineering Conference, CEEC, 2018 - Proceedings. 11-14.

Aho T, Sievi-korte O, Kilamo T, Yaman S. 2020. Demystifying data science projects: a look on the
people and process of data. In: International Conference on Product-Focused Software Process
Improvement (PROFES). Vol. 1. Cham: Springer International Publishing.

Al-Jaroodi J, Hollein B, Mohamed N. 2017. Applying software engineering processes for big data

analytics applications development. In: 2017 IEEE 7th Annual Computing and Communication
Workshop and Conference (CCWC). Piscataway: IEEE, 1-7.

Amershi S, Begel A, Bird C, DeLine R, Gall H, Kamar E, Nagappan N, Nushi B, Zimmermann
T. 2019. Software engineering for machine learning: a case study. In: 2019 IEEE/ACM 41st
International Conference on Software Engineering: Software Engineering in Practice (ICSE-SEIP).
Piscataway: IEEE, 291-300.

Angée S, Lozano-Argel SI, Montoya-Munera EN, Ospina-Arango JD, Tabares-Betancur MS.
2018. Towards an improved ASUM-DM process methodology for data & analytics projects.
International Conference on Knowledge Management in Organizations
877(January 2019):613-624 DOI 10.1007/978-3-319-95204-8.

Asamoah DA, Sharda R. 2019. CRISP-ESNeP: towards a data-driven knowledge discovery process
for electronic social networks. Journal of Decision Systems 28(4):286-308
DOI 10.1080/12460125.2019.1696614.

Baijens J, Helms RW. 2019. Developments in knowledge discovery processes and methodologies:
anything new? In: 25th Americas Conference on Information Systems, AMCIS 2019.

Baijens J, Helms R, Iren D. 2020. Applying scrum in data science projects. In: Proceedings - 2020
IEEE 22nd Conference on Business Informatics, CBI 2020. 1:30-38.

Baijens J, Helms R, Kusters R. 2020. Data analytics project methodologies: which one to choose?
In: ACM International Conference Proceeding Series. 41-47.

Becker DK. 2017. Predicting outcomes for big data projects: big data project dynamics (BDPD):
research in progress. In: Proceedings - 2017 IEEE International Conference on Big Data, Big Data
2017. Piscataway: IEEE, 2320-2330.

Bhardwaj A, Bhattacherjee S, Chavan A, Deshpande A, Elmore AJ, Madden S, Parameswaran A.
2015. DataHub: collaborative data science & dataset version management at scale. In: 7th
Biennial Conference on Innovative Data Systems Research, CIDR 2015.

Cao L, Fayyad U. 2017. Data science: challenges and directions. Communications of the ACM
60(8)):59-68 DOI 10.1145/3015456.

Chapman P, Clinton J, Kerber R, Khabaza T, Reinartz TP, Shearer C, Wirth R. 2000. CRISP-
DM 1.0: Step-by-step data mining guide. Chicago: SPSS, Inc. Available at https://www.the-
modeling-agency.com/crisp-dm.pdf.

Chen A, Chow A, Davidson A, DCunha A, Ghodsi A, Hong SA, Konwinski A, Clemens M,
Siddharth M, Tomas N, Paul O, Mani P, Avesh S, Fen X, Matei Z, Richard Z, Juntai Z, Corey

Saltz and Krasteva (2022), PeerdJ Comput. Sci., DOI 10.7717/peerj-cs.862 19/24


http://dx.doi.org/10.1007/978-3-319-95204-8
http://dx.doi.org/10.1080/12460125.2019.1696614
http://dx.doi.org/10.1145/3015456
https://www.the-modeling-agency.com/crisp-dm.pdf
https://www.the-modeling-agency.com/crisp-dm.pdf
http://dx.doi.org/10.7717/peerj-cs.862
https://peerj.com/computer-science/

PeerJ Computer Science

Z. 2020. Developments in MLflow. In: Proceedings of the Fourth International Workshop on
Data Management for End-to-End Machine Learning, DEEM’20. New York: ACM, 1-4.

Chen HM, Kazman R, Haziyev S. 2016. Agile big data analytics for web-based systems: an
architecture-centric approach. Proceedings of the Annual Hawaii International Conference on
System Sciences 3(3):5378-5387 DOI 10.1109/TBDATA.2016.2564982.

Chen H-M, Kazman R, Schiitz R, Matthes F. 2017. How Lufthansa capitalized on big data for
business model renovation. MIS Q Exec [Internet] 16:19-34.

Costa CJ, Aparicio JT. 2020. POST-DS: a methodology to boost data science. In: Iberian
Conference on Information Systems and Technologies, CISTI 2020.

Crowston K, Saltz J, Sitaula N, Hegde Y. 2021. Evaluating MIDST, a system to support stigmergic
team coordination. Proceedings of the ACM on Human-Computer Interaction 5(CSCW1):1-24
DOI 10.1145/3449110.

Cruzes DS, Dyba T. 2011. Recommended steps for thematic synthesis in software engineering.
International Symposium on Empirical Software Engineering and Measurement 7491:275-284
DOI 10.1109/ESEM.2011.36.

Dabrowski P. 2021. Project management for a machine learning project. In: Bangert P, ed.
Machine Learning and Data Science in the Oil and Gas Industry. Oxford: Gulf Professional
Publishing, 129-151.

Demigha S. 2019. Agile projects and big data. In: Munir R, Dumay ], Guthrie J, eds. Proceedings of
the International Conference on Intellectual Capital, Knowledge Management and Organisational
Learning, ICICKM. Reading: Academic Conferences and Publishing International Limited,
88-96.

Dharmapal SR, Sikamani KT. 2016. Big data analytics using agile model. In: International
Conference on Electrical, Electronics, and Optimization Techniques, ICEEOT 2016. Piscataway:
IEEE, 1088-1091.

Dutta D, Bose 1. 2015. Managing a big data project: the case of Ramco Cements Limited.
International Journal of Production Economics 165(4):293-306 DOI 10.1016/j.ijpe.2014.12.032.

Elo S, Kyngds H. 2008. The qualitative content analysis process. Journal of Advanced Nursing
62(1):107-115 DOI 10.1111/j.1365-2648.2007.04569 x.

Espinosa JA, Armour F. 2016. The big data analytics gold rush: a research framework for
coordination and governance. In: Proceedings of the Annual Hawaii International Conference on
System Sciences 2016. 1112-1121.

Fahse T, Huber V, van Giffen B. 2021. Managing bias in machine learning projects. In: 16th
International Conference on Wirtschaftsinformatik (WI).

Fayyad U, Piatetky-Shapiro G, Smyth P. 1996. The KDD process for extracting useful knowledge
from volumes of data. Communication of the ACM 39(11):27-34 DOI 10.1145/240455.240464.

Frankova P, Drahosova M, Balco P. 2016. Agile project management approach and its use in big
data management. In: Shakshuki E, ed. Procedia Computer Science. Vol. 83. Amsterdam:
Elsevier, 576-583.

Gao J, Koronios A, Selle S. 2015. Towards a process view on critical success factors in big data
analytics projects. In: 2015 Americas Conference on Information Systems, AMCIS 2015. 1-14.

Garousi V, Felderer M, Mintyld MV. 2016. The need for multivocal literature reviews in software
engineering: complementing systematic literature reviews with grey literature. In: ACM
International Conference Proceeding Series.

Grady NW. 2016. KDD meets big data. In: 2016 IEEE International Conference on Big Data (Big
Data). Piscataway: IEEE, 1603-1608.

Saltz and Krasteva (2022), PeerdJ Comput. Sci., DOI 10.7717/peerj-cs.862 20/24


http://dx.doi.org/10.1109/TBDATA.2016.2564982
http://dx.doi.org/10.1145/3449110
http://dx.doi.org/10.1109/ESEM.2011.36
http://dx.doi.org/10.1016/j.ijpe.2014.12.032
http://dx.doi.org/10.1111/j.1365-2648.2007.04569.x
http://dx.doi.org/10.1145/240455.240464
http://dx.doi.org/10.7717/peerj-cs.862
https://peerj.com/computer-science/

PeerJ Computer Science

Grady NW, Payne JA, Parker H. 2017. Agile big data analytics: analyticsops for data science. In:
2017 IEEE International Conference on Big Data (Big Data). Piscataway: IEEE, 2331-2339.

Gupte A. 2018. Determining critical success factors. West Lafayette: Purdue University.

Hassani R, El Idrissi YEB, Abouabdellah A. 2018. Proceedings of the 2018 International
Conference on Software Engineering and Information Management - ICSIM2018. New York:
ACM Press, 98-103.

Hsieh HF, Shannon SE. 2005. Three approaches to qualitative content analysis. Qualitative Health
Research 15(9):1277-1288 DOI 10.1177/1049732305276687.

Joseph D, Ng KY, Koh C, Ang S. 2007. Turnover of information technology professionals: a
narrative review, meta-analytic structural equation modeling, and model development. MIS
Quarterly 31(3):547-577 DOI 10.2307/25148807.

Kalgotra P, Sharda R. 2016. Progression analysis of signals: extending CRISP-DM to stream
analytics. In: Proceedings - 2016 IEEE International Conference on Big Data, Big Data 2016.
Piscataway: IEEE, 2880-2885.

Kitchenham BA, Charters S. 2007. Guidelines for performing systematic literature reviews in
software engineering. Technical Report EBSE-2007-01. Available at https://www.elsevier.com/__
data/promis_misc/525444systematicreviewsguide.pdf.

Kolyshkina I, Simoff S. 2019. Interpretability of machine learning solutions in industrial decision
engineering. In: Communications in Computer and Information Science (CCIS). 156-170.

Kordon AK. 2020. The Al-based data science workflow. In: Applying Data Science. Cham: Springer
International Publishing, 189-202.

Krasteva I, Ilieva S. 2020. Adopting Agile Software Development methodologies in big data
projects—a systematic literature review of experience reports. In: 2020 IEEE International
Conference on Big Data (Big Data). Piscataway: IEEE, 2028-2033.

Larson D, Chang V. 2016. A review and future direction of Agile, business intelligence, analytics
and data science. International Journal of Information Management 36(5):700-710
DOI 10.1016/j.jjinfomgt.2016.04.013.

Lin Y-T, Huang S-J. 2017. The design of a software engineering lifecycle process for big data
projects. IT Professional 20(1):45-52 DOI 10.1109/MITP.2018.011291352.

Mao Y, Wang D, Muller M, Varshney KR, Baldini I, Dugan C, Mojsilovi¢ A. 2019. How data
scientistswork together with domain experts in scientific collaborations: to find the right answer
or to ask the right question? Proceedings of the ACM on Human-Computer Interaction
3(GROUP):1-23 DOI 10.1145/3361118.

Maria RE, Junior LAR, Vasconcelos LEGDe, Pinto AFM, Tsoucamoto PT, Silva HNA, Lastori
A, Cunha AMDa, Dias LAV. 2015. Applying scrum in an interdisciplinary project using big
data, internet of things, and credit cards. In: 2015 12th International Conference on Information
Technology - New Generations. Piscataway: IEEE, 67-72.

Marin I. 2019. Data science and development team remote communication: the use of the machine
learning canvas. In: 2019 ACM/IEEE 14th International Conference on Global Software
Engineering (ICGSE). Piscataway: IEEE, 18-21.

Mariscal G, Marban O, Fernandez C. 2010. A survey of data mining and knowledge discovery
process models and methodologies. Knowledge Engineering Review 25(2):137-166
DOI 10.1017/50269888910000032.

Martinez I, Viles E, Olaizola IG. 2021. Data science methodologies: current challenges and future
approaches. Big Data Research 24(3):100183 DOI 10.1016/j.bdr.2020.100183.

Saltz and Krasteva (2022), PeerdJ Comput. Sci., DOI 10.7717/peerj-cs.862 21/24


http://dx.doi.org/10.1177/1049732305276687
http://dx.doi.org/10.2307/25148807
https://www.elsevier.com/__data/promis_misc/525444systematicreviewsguide.pdf
https://www.elsevier.com/__data/promis_misc/525444systematicreviewsguide.pdf
http://dx.doi.org/10.1016/j.ijinfomgt.2016.04.013
http://dx.doi.org/10.1109/MITP.2018.011291352
http://dx.doi.org/10.1145/3361118
http://dx.doi.org/10.1017/S0269888910000032
http://dx.doi.org/10.1016/j.bdr.2020.100183
http://dx.doi.org/10.7717/peerj-cs.862
https://peerj.com/computer-science/

PeerJ Computer Science

Martinez-Plumed F, Contreras-Ochando L, Ferri C, Orallo JH, Kull M, Lachiche N, Quintana
MJR, Flach P. 2019. CRISP-DM twenty years later: from data mining processes to data science
trajectories. IEEE Transactions on Knowledge and Data Engineering 33(8):3048-3061
DOI 10.1109/TKDE.2019.2962680.

Microsoft. 2020. What is the team data science process? Available at https://docs.microsoft.com/en-
us/azure/architecture/data-science-process/overview.

Mullarkey MT, Hevner AR, Gill TG, Dutta K. 2019. Citizen data scientist: a design science
research method for the conduct of data science projects. In: Tulu B, Djamasbi S, Leroy G, eds.
Extending the Boundaries of Design Science Theory and Practice. DESRIST 2019. Lecture Notes in
Computer Science. Vol. 11491. Cham: Springer, 191-205.

NewVantage Partners. 2019. Big data and Al executive survey 2019. Available at https://www.tcs.
com/content/dam/tcs-bts/pdf/insights/Big-Data-Executive-Survey-2019-Findings-Updated-
010219-1.pdf.

Plotnikova V, Dumas M, Milani F. 2020. Adaptations of data mining methodologies: a systematic
literature review. Peer] Computer Science 6(2):1-43 DOI 10.7717/peerj-cs.267.

Ponsard C, Majchrowski A, Mouton S, Touzani M. 2017. Process guidance for the successful
deployment of a big data project: lessons learned from industrial cases. In: IoTBDS, 2017 -
Proceedings of the 2nd International Conference on Internet of Things, Big Data and Security.
350-355.

Ponsard C, Touzani M, Majchrowski A. 2017. Combining Process Guidance and Industrial
Feedback for Successfully Deploying Big Data Projects. Open Journal of Big Data [Internet]
3(1):26-41.

Qadadeh W, Abdallah S. 2020. An improved Agile framework for implementing data science
initiatives in the government. In: Proceedings - 3rd International Conference on Information and
Computer Technologies, ICICT 2020. 24-30.

Ramesh B, Ramakrishna A. 2018. Unified business intelligence ecosystem: a project management
approach to address business intelligence challenges. In: 2018 Portland International Conference
on Management of Engineering and Technology (PICMET). 1-10.

Ransbotham S, David K, Prentice PK. 2015. Minding the analytics gap. Cambridge: MIT Sloan
Management Review.

Reggio G, Astesiano E. 2020. Big-data/analytics projects failure: a literature review. In: Proceedings
- 46th Euromicro Conference on Software Engineering and Advanced Applications, SEAA 2020.
246-255.

Rollins JB. 2015. Foundational methodology for data science. New York: IBM Analytics, 1-4.

Rotondo A, Quilligan F. 2020. Evolution paths for knowledge discovery and data mining process
models. SN Computer Science 1(2):1-19 DOI 10.1007/s42979-020-0117-6.

Saltz JS. 2015. The need for new processes, methodologies and tools to support big data teams and
improve big data project effectiveness. In: Proceedings - 2015 IEEE International Conference on
Big Data, IEEE Big Data 2015. Piscataway: IEEE, 2066-2071.

Saltz JS. 2017. Acceptance factors for using a big data capability and maturity model. In:
Proceedings of the 25th European Conference on Information Systems, ECIS 2017. 2602-2612.

Saltz JS. 2018. Identifying the key drivers for teams to use a data science process methodology. In:
26th European Conference on Information Systems: Beyond Digitization - Facets of Socio-
Technical Change, ECIS 2018.

Saltz JS, Dewar N. 2019. Data science ethical considerations: a systematic literature review and
proposed project framework. Ethics and Information Technology 21(3):197-208
DOI 10.1007/s10676-019-09502-5.

Saltz and Krasteva (2022), PeerdJ Comput. Sci., DOI 10.7717/peerj-cs.862 22/24


http://dx.doi.org/10.1109/TKDE.2019.2962680
https://docs.microsoft.com/en-us/azure/architecture/data-science-process/overview
https://docs.microsoft.com/en-us/azure/architecture/data-science-process/overview
https://www.tcs.com/content/dam/tcs-bts/pdf/insights/Big-Data-Executive-Survey-2019-Findings-Updated-010219-1.pdf
https://www.tcs.com/content/dam/tcs-bts/pdf/insights/Big-Data-Executive-Survey-2019-Findings-Updated-010219-1.pdf
https://www.tcs.com/content/dam/tcs-bts/pdf/insights/Big-Data-Executive-Survey-2019-Findings-Updated-010219-1.pdf
http://dx.doi.org/10.7717/peerj-cs.267
http://dx.doi.org/10.1007/s42979-020-0117-6
http://dx.doi.org/10.1007/s10676-019-09502-5
http://dx.doi.org/10.7717/peerj-cs.862
https://peerj.com/computer-science/

PeerJ Computer Science

Saltz JS, Heckman RR. 2018. A scalable methodology to guide student teams executing computing
projects. ACM Transactions on Computing Education 18(2):1-19 DOI 10.1145/3145477.

Saltz JS, Heckman R, Crowston K, Hegde Y. 2020. Midst: an enhanced development environment
that improves the maintainability of a data science analysis. International Journal of Information
Systems and Project Management 8(3):5-22 DOI 10.12821/ijispm080301.

Saltz J, Heckman R, Shamshurin I. 2017. Exploring how different project management
methodologies impact data science students. In: Proceedings of the 25th European Conference on
Information Systems, ECIS 2017. Atlanta: Association for Information Systems, 2939-2948.

Saltz JS, Hotz N. 2020. Identifying the most common frameworks data science teams use to
structure and coordinate their projects. In: 2020 IEEE International Conference on Big Data (Big
Data). Piscataway: IEEE, 2038-2042.

Saltz J, Hotz N. 2021. Factors that influence the selection of a data science process management
methodology: an exploratory study. In: Proceedings of the 54th Hawaii International Conference
on System Sciences. 949-959.

Saltz J, Hotz N, Wild D, Stirling K. 2018. Exploring project management methodologies used
within data science teams. In: Americas Conference on Information Systems 2018: Digital
Disruption, AMCIS 2018.

Saltz J. n. d. CRISP-DM is still the most popular framework for executing data science projects. (in
press) Available at https://www.datascience-pm.com/crisp-dm-still-most-popular/.

Saltz JS, Shamshurin I. 2015. Exploring the process of doing data science via an ethnographic
study of a media advertising company. In: Proceedings - 2015 IEEE International Conference on
Big Data, IEEE Big Data 2015. Piscataway: IEEE, 2098-2105.

Saltz JS, Shamshurin I. 2016. Big data team process methodologies: a literature review and the
identification of key factors for a project’s success. In: 2016 IEEE International Conference on Big
Data (Big Data). Piscataway: IEEE, 2872-2879.

Saltz JS, Shamshurin I. 2017. Does pair programming work in a data science context? An initial
case study. In: Proceedings - 2017 IEEE International Conference on Big Data, Big Data 2017.
Piscataway: IEEE, 2348-2354.

Saltz JS, Shamshurin I. 2019. Achieving Agile big data science: the evolution of a team’s Agile
process methodology. In: Proceedings - 2019 IEEE International Conference on Big Data, Big
Data 2019. Piscataway: IEEE, 3477-3485.

Saltz J, Shamshurin I, Crowston K. 2017. Comparing data science project management
methodologies via a controlled experiment. In: Proceedings of the 50th Hawaii International
Conference on System Sciences (2017). 1013-1022.

Saltz J, Suthrland A. 2019. SKI: an Agile framework for data science. In: Proceedings - 2019 IEEE
International Conference on Big Data, Big Data 2019. 3468-3476.

Schréer C, Kruse F, Gomez JM. 2021. A systematic literature review on applying CRISP-DM
process model. Procedia Computer Science 181(2019):526-534
DOI 10.1016/j.procs.2021.01.199.

Schwenzfeier N, Gruhn V. 2018. Towards a practical process model for anomaly detection
systems. In: Proceedings of the Ist International Workshop on Software Engineering for Cognitive
Services. New York: ACM, 41-44.

Shah S, Gochtovtt A, Baldini G. 2019. Importance of project management in business analytics:
academia and real world. In: Anandarajan M, Harrison T, eds. Aligning Business Strategies and
Analytics. Advances in Analytics and Data Science. Vol. 1. Cham: Springer, 81-94.

Saltz and Krasteva (2022), PeerdJ Comput. Sci., DOI 10.7717/peerj-cs.862 23/24


http://dx.doi.org/10.1145/3145477
http://dx.doi.org/10.12821/ijispm080301
https://www.datascience-pm.com/crisp-dm-still-most-popular/
http://dx.doi.org/10.1016/j.procs.2021.01.199
http://dx.doi.org/10.7717/peerj-cs.862
https://peerj.com/computer-science/

PeerJ Computer Science

Shamshurin I, Saltz J. 2019a. Will deep learning change how teams execute big data projects? In:
Proceedings - 2018 IEEE International Conference on Big Data, Big Data 2018. Piscataway: IEEE,
2813-2817.

Shamshurin I, Saltz JS. 2019b. Using a coach to improve team performance when the team uses a
kanban process methodology. International Journal of Information Systems and Project
Management 7(2):61-77 DOI 10.12821/ijispm070204.

Silva C, Saraee M, Saraee M. 2019. Data science in public mental health: a new analytic framework.
In: Proceedings - IEEE Symposium on Computers and Communications. Vol. 2019. Piscataway:
IEEE.

Singla K, Bose J, Naik C. 2018. Analysis of software engineering for agile machine learning
projects. In: INDICON, 2018 - 15th IEEE India Council International Conference.

Soukaina M, Anoun H, Ridouani M, Hassouni L. 2019. A study of the factors and methodologies
to drive successfully a big data project. In: 2019 Third International Conference on Intelligent
Computing in Data Sciences (ICDS). Piscataway: IEEE, 1-6.

VentureBeats. 2019. Why do 87% of data science projects never make it into production? Available
at https://venturebeat.com/2019/07/19/why-do-87-of-data-science-projects-never-make-it-into-
production/.

Vernickel K, Weber J, Li X, Berg J, Reinhart G. 2019. A revised KDD procedure for the modeling
of continuous production in powder processing. In: 2019 IEEE International Conference on
Industrial Engineering and Engineering Management (IEEM). Piscataway: IEEE, 340-344.

Wang AY, Mittal A, Brooks C, Oney S. 2019. How data scientists use computational notebooks
for real-time collaboration. Proceedings of the ACM on Human-Computer Interaction
3(CSCW):1-30 DOI 10.1145/3359141.

Wohlin C. 2014. Guidelines for snowballing in systematic literature studies and a replication in
software engineering. In: ACM International Conference Proceeding Series.

Yamada A, Peran M. 2017. Governance framework for enterprise analytics and data. In: 2017 IEEE
International Conference on Big Data (Big Data). Piscataway: IEEE, 3623-3631.

Zhang AX, Muller M, Wang D. 2020. How do data science workers collaborate? Roles, workflows,

and tools. Proceedings of the ACM on Human-Computer Interaction 4(CSCW1):1-23
DOI 10.1145/3392826.

Saltz and Krasteva (2022), PeerdJ Comput. Sci., DOI 10.7717/peerj-cs.862 24/24


http://dx.doi.org/10.12821/ijispm070204
https://venturebeat.com/2019/07/19/why-do-87-of-data-science-projects-never-make-it-into-production/
https://venturebeat.com/2019/07/19/why-do-87-of-data-science-projects-never-make-it-into-production/
http://dx.doi.org/10.1145/3359141
http://dx.doi.org/10.1145/3392826
http://dx.doi.org/10.7717/peerj-cs.862
https://peerj.com/computer-science/

	Current approaches for executing big data science projects&#x2014;a systematic literature review
	Introduction
	Background and related work
	Survey methodology
	Results
	Discussion
	Conclusions
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


