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A τ-APPROXIMATION BASED PRECONDITIONING TECHNIQUE
FOR SPACE FRACTIONAL DIFFUSION EQUATION WITH

NON-SEPARABLE VARIABLE COEFFICIENTS ∗

XUE-LEI LIN† AND MICHAEL K. NG‡

Abstract. In this paper, we study a τ -matrix approximation based preconditioner for the linear
systems arising from discretization of unsteady state Riesz space fractional diffusion equation with
non-separable variable coefficients. The structure of coefficient matrices of the linear systems is iden-
tity plus summation of diagonal-times-multilevel-Toeplitz matrices. In our preconditioning technique,
the diagonal matrices are approximated by scalar identity matrices and the Toeplitz matrices which
are approximated by τ -matrices (a type of matrices diagonalizable by discrete sine transforms). The
proposed preconditioner is fast invertible through the fast sine transform (FST) algorithm. Theoret-
ically, we show that the GMRES solver for the preconditioned systems has an optimal convergence
rate (a convergence rate independent of discretization stepsizes). To the best of our knowledge, this
is the first preconditioning method with the optimal convergence rate for the variable-coefficients
space fractional diffusion equation. Numerical results are reported to demonstrate the efficiency of
the proposed method.

Key words. optimal convergence; preconditioners; variable coefficients; space-fractional diffu-
sion equations; Krylov subspace methods
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1. Introduction. We firstly consider the two-dimension initial-boundary value
problem of space-fractional diffusion equation (SFDE) [10] (the multi-dimensional
case will be considered in Section 4):

∂u(x, y, t)

∂t
= d(x, y)

∂αu(x, y, t)

∂|x|α + e(x, y)
∂βu(x, y, t)

∂|y|β + f(x, y, t),

(x, y, t) ∈ Ω× (0, T ], (1.1)

u(x, y, t) = 0, (x, y, t) ∈ ∂Ω× [0, T ], (1.2)

u(x, y, 0) = ψ(x, y), (x, y) ∈ Ω̄, (1.3)

Ω = (l1, r1) × (l2, r2) is an open rectangle; ∂Ω denotes the boundary of Ω; where

the given coefficient functions d̂ ≥ d ≥ ď > 0, ê ≥ e ≥ ě > 0 for some positive
constants d̂, ď, ê, ě > 0; f and ψ are both given; ∂αu

∂|x|α ( ∂αu
∂|y|β , respectively) is the Riesz

fractional derivative of order α ∈ (1, 2) (β ∈ (1, 2), respectively) with respect to x (y,
respectively) defined as follows whose definition is given by [32]

∂αu(x, y, t)

∂|x|α :=
−1

2 cos(απ/2)Γ(2 − α)

∂2

∂x2

∫ r1

l1

u(ξ, y, t)

|x− ξ|α−1
dξ,

∂βu(x, y, t)

∂|y|β :=
−1

2 cos(βπ/2)Γ(2− β)

∂2

∂x2

∫ r2

l2

u(x, ξ, t)

|y − ξ|β−1
dξ,
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with Γ(·) being the gamma function.
Fractional differential equations have gained considerable attention in the last few

decades due to its applications in various fields of science and engineering, such as
electrical and mechanical engineering, biology, physics, control theory, data fitting;
see [32, 15, 5, 27, 34, 1]. As a class of fractional differential equations, space fractional
diffusion equations have been widely and successfully used in modeling challenging
phenomena such as long-range interactions, nonlocal dynamics [3, 32].

Since the closed-form analytical solutions of fractional diffusion equations are
usually unavailable, discretization schemes are proposed to solve fractional diffusion
equations; see, for instance, [14, 38, 18, 23, 25, 35, 36, 9, 7]. Since the fractional
differential operator is non-local, its numerical discretization leads to dense linear
systems. That means, direct solver like Gaussian elimination is time-consuming for
solving the discrete fractional differential equations. This promotes the development
of fast solvers for solving discrete fractional differential equations.

Implicit uniform-grid discretization of (1.1)–(1.3) leads to a dense Toeplitz-like
linear system at each time-step. Fortunately, the matrix-vector multiplication of the
Toeplitz-like matrix can be fast implemented using fast Fourier transforms (FFTs);
see, e.g., [37]. The fast matrix-vector multiplication motivates the development of
iterative solvers for the Toeplitz-like linear system arising from (1.1)–(1.3). In [20], a
geometric multigrid method is proposed for solving the Toeplitz-like linear systems,
which however has no convergence analysis due to the complicated iteration matri-
ces. In [31], an algebraic multigrid method is proposed for the Toeplitz-like linear
system arising from discretization of one-dimension SFDE and the convergence of the
two-grid algorithm is established under the assumption that the diffusion coefficient
function is a constant. In [19], a (multilevel) circulant preconditioner is proposed for
the Toeplitz-like linear system and the convergence of the preconditioned GMRES
solver is established under the assumption that d and e are both constants. In [30],
an approximate-inverse preconditioner is proposed for the Toeplitz-like system and
the convergence of GMRES solver is established under the assumption that the ra-
tios between temporal and spatial discretization step-sizes (∆t/∆xα and ∆t/∆yβ)
are all constants. In [17], a banded preconditioner is proposed for the Toeplitz-like
system and the inversion of the banded preconditioner is inexactly implemented by
the incomplete LU factorization. The convergence rate of the preconditioned GMRES
with the banded preconditioner deteriorates as ∆t/∆xα or ∆t/∆yβ increases. In [12]
and [2], preconditioners based on spectral symbol are proposed for the Toeplitz-like
system and the spectrum distribution of the preconditioned matrix is analyzed under
the assumption that ∆t/∆xα and ∆t/∆yβ are all constants. To improve the afore-
mentioned theoretical results relying on the assumption that d and e are constants or
that ∆t/∆xα and ∆t/∆yβ are constants, the authors in [21] proposed a (multilevel)
Toeplitz preconditioner for the Toeplitz-like system and the condition number of the
preconditioned matrix is shown to be uniformly bounded by constants independent
of discretization step-sizes under a weaker assumption that d and e are of simple
structure, such as separable functions. The fast inversion of the Toeplitz precondi-
tioner proposed in [21] resorts to multigrid inner iterations, which is complicated to
implement. In [29], a τ -matrix approximation based preconditioner constructed from
generating function of Toeplitz is proposed for Toeplitz system. The authors in [29]
give bounds of the spectrum of the preconditioned matrix provided that the under-
lying generating function is a trigonometric polynomial. Nevertheless, for Toeplitz
matrices arising from SFDEs, the generating functions are not trigonometric polyno-
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mials. That means there is no theoretical bounds provided for spectrum of precondi-
tioned matrix when applying the preconditioner proposed in [29] to preconditioning
the Toeplitz matrices arising from SFDEs. Recently, the authors in [16] proposed
a τ -matrix approximation based preconditioner for steady-state constant-coefficients
Riesz fractional diffusion equation, which approximates the related Toeplitz matrices
with τ -matrices1. With the preconditioner proposed in [16], the preconditioned matrix
is shown to have a spectrum lies in (1/2, 3/2). Moreover, the preconditioner proposed
in [16] is fast invertible through the FSTs. The fast invertibility and the optimal
convergence of the τ -matrix based preconditioning technique lead to the quasi-linear
complexity of PCG solver for solving the steady-state problem discussed in [16].

Motivated by the τ -matrix based preconditioning technique proposed in [16], we
propose a τ -preconditioner for the Toeplitz-like system arising from the variable-
coefficients SFDE (1.1)–(1.3). The structure of the Toeplitz-like linear system is a
summation of an identity matrix and two diagonal-times-two-level-Toeplitz matri-
ces. In our preconditioning technique, the diagonal parts are approximated by scalar
identity matrices and the multi-level Toeplitz parts are approximated by τ -matrices.
We call the so obtained preconditioner as τ -preconditioner. The inversion of the τ -
preconditioner can be fast and exactly implemented by the FSTs, which is in contrast
to the inversion of the Toeplitz preconditioner proposed in [21] resorting to inexact
multigrid inner iteration. More importantly, we show that the GMRES solver for the
preconditioned linear system has an optimal convergence rate (a linear convergence
rate independent of discretization step-sizes) with assumption that the diffusion co-
efficient function d (e, respectively) is partially Lipschitz-continuous with respect to
x (y, respectively). Such an assumption is weaker than the assumption used in [21],
since it does not require the separability of the diffusion coefficient functions. The pro-
posed preconditioning technique and the theoretically results can be extended to the
multi-dimension case. To the best of our knowledge, this is the first optimal precondi-
tioning technique2 for the SFDE with non-separable variable-coefficients. Numerical
examples are given to support the theoretical results and to show the efficiency of the
proposed preconditioning method.

The outline of this paper is as follows. In Section 2, we present the Toeplitz-like
linear systems arising from discretization of (1.1)-(1.3) and review some properties
of the coefficient matrices. In Section 3, we propose the τ -preconditioner for the
Toeplitz-like linear system and analyze the convergence rate of GMRES solver for the
preconditioned system. In Section 4, we extend the τ -preconditioner and the theoret-
ical results to the multi-dimension space fractional diffusion equation. In Section 5,
we present numerical results to show the performance of the proposed preconditioner.
Finally, we give concluding remarks in Section 6.

2. Discretization of (1.1)–(1.3) and the Toeplitz-like Linear Systems.
In this section, we discuss the discretization of the Riesz space fractional diffusion
equation (1.1)–(1.3) and present the resulting linear systems.

For positive integers N , Mx and My, let ∆t = T/N , ∆x = (r1 − l1)/(Mx + 1)
and ∆y = (l2 − r2)/(My + 1). Denote the set of all positive integers and the set of
all nonnegative integers by N+ and N, respectively. For any m,n ∈ N with m ≤ n,

1a type of matrices that are diagonalizable by discrete sine transforms
2an optimal preconditioning technique means iterative solver for the preconditioned system has

a linear convergence rate independent of discretization step-sizes
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define the set m ∧ n := {m,m+ 1, ..., n− 1, n}. Define the grid points,

{tn|tn = n∆t, n ∈ 0 ∧N}, {xi|xi = l1 + i∆x, i ∈ 0 ∧ (Mx + 1)},
{yj|yj = l2 + j∆y, j ∈ 0 ∧ (My + 1)}.

Denote Gi,j = (xi, yj) for (i, j) ∈ Ih. Denote the vector assembling all spatial grid-
points by

Vx,y = (G1,1, G2,1, ..., GMx,1, G1,2, G2,2, ..., GMx,2, ......, G1,My
, G2,My

, ..., GMx,My
)T.
(2.1)

Define the index sets, Îh = {(i, j)|i ∈ 0 ∧ (Mx + 1), j ∈ 0 ∧ (My + 1)}, Ih =

{(i, j)|i ∈ 1 ∧Mx, j ∈ 1 ∧My}, ∂Ih = Îh \ Ih. Let {vni,j|(i, j) ∈ Îh, n ∈ 0 ∧N} be a
grid function. Define

δtv
n
i,j =

vni,j − vn−1
i,j

∆t
, di,j = d(xi, yj), ei,j = e(xi, yj), f

n
i,j = f(xi, yj, tn),

δαx v
n
i,j := − 1

∆xα

Mx∑

k=1

s
(α)
|i−k|v

n
k,j , δβy v

n
i,j := − 1

∆yβ

My∑

k=1

s
(β)
|j−k|v

n
i,k, , n ∈ 1 ∧N, (i, j) ∈ Ih.

(2.2)

δαx and δβy are discretization of the fractional derivatives ∂α

∂|x|α and ∂β

∂|y|β , respectively.

The numbers s
(γ)
k (k ≥ 0, γ ∈ (1, 2)) are determined by specific discretization schemes,

see, e.g., [25, 36, 9, 11, 7].
Then, (1.1)–(1.3) can be discretized as follows

δtu
n
i,j = di,jδ

α
x v

n
i,j + ei,jδ

β
y v

n
i,j + fn

i,j , n ∈ 1 ∧N, (i, j) ∈ Ih,
uni,j ≡ 0, n ∈ 1 ∧N, (i, j) ∈ ∂Ih,
u0i,j = ψ(xi, yj), (i, j) ∈ Ih,

which is equivalent to the following linear systems

1

∆t
(un − un−1) = −

[
1

∆xα
D(IMy

⊗ Sα,Mx
) +

1

∆yβ
E(Sβ,My

⊗ IMx
)

]

un + fn,

n = 1, 2, ..., N, (2.3)

where Ik denotes k × k identity matrix,

un = (un1,1, u
n
2,1, ..., u

n
Mx,1, u

n
1,2, u

n
2,2, ..., u

n
Mx,2, ......, u

n
1,My

, un2,My
, ..., unMx,My

)T,

D = diag(Vx,y), E = diag(e(Vx,y)), fn = f(Vx,y, tn),

Sγ,M :=











s
(γ)
0 s

(γ)
1 . . . s

(γ)
M−2 s

(γ)
M−1

s
(γ)
1 s

(γ)
0 s

(γ)
1 . . . s

(γ)
M−2

...
. . .

. . .
. . .

...

s
(γ)
M−2 . . . s

(γ)
1 s

(γ)
0 s

(γ)
1

s
(γ)
M−1 s

(γ)
M−2 . . . s

(γ)
1 s

(γ)
0











, M ≥ 1, γ ∈ (1, 2). (2.4)

Here, ⊗ denotes the Kronecker product. Removing un−1 (un, respectively) to right
(left, respectively) hand side, (2.3) can be equivalently rewritten as

Aun = bn, n = 1, 2, ..., N, (2.5)
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where bn = un−1 + τfn;

A = IJ + ηxAx + ηyAy, ηx =
∆t

∆xα
, ηy =

∆t

∆yβ
,

Ax = D(IMy
⊗ Sα,Mx

), Ay = E(Sβ,My
⊗ IMx

)

A = IJ + ∆t(Ax + Ay); J = MxMy. Clearly, the unknowns in (2.5) can be solved
in a sequential manner: u1,u2, ...,uN . Sγ,M defined in (2.4) is a symmetric Toeplitz
matrix3. The matrix A is the so-called Toeplitz-like matrix.

Define a set of sequences as

Ds :=
{

{wk}k≥0

∣
∣
∣ ||{wk}||Ds

:= sup
k≥0

|wk|(1 + k)1+s < +∞
}

,

for some s > 0.
In this paper, we adopt the numerical schemes proposed in [6, 26, 35] for evaluation

of s
(γ)
k (k ≥ 0, γ ∈ (1, 2)). Actually s

(γ)
k (k ≥ 0, γ ∈ (1, 2)) arising from [6, 26, 35]

holds the following properties.
Property 1.

(i) {s(γ)k }k≥0 ∈ Dγ , ∀γ ∈ (1, 2);

(ii) s
(γ)
0 > 0, s

(γ)
k ≤ 0 for k ≥ 1;

(iii) inf
m≥1

(m+ 1)β
(

s
(γ)
0 + 2

m−1∑

k=1

s
(γ)
k

)

> 0;

(iv) s
(γ)
k ≤ s

(γ)
k+1 for k ≥ 1.

Property (i) of these schemes has been verified in [21]. We verify Property (ii)–
(iv) of these schemes in the Appendices A–C.

3. The τ-preconditioner for the Toeplitz-like matrix and convergence
of GMRES for the preconditioned system. In this section, we define our τ -
preconditioner for the linear systems in (2.5), discuss a fast implementation for in-
version of the τ -preconditioner and show that GMRES solver for the preconditioned
system has a linear convergence rate independent of ∆t, ∆x and ∆y.

Clearly, the N many linear systems in (2.5) have the common coefficient matrix
A. Hence, for ease of statement, we use the following single linear system to represent
the N many linear systems given in (2.5).

Au = b, (3.1)

with u and b denoting un and bn for some n.
Before defining the preconditioner, we firstly introduce some notations that will

be used in later investigation.
For a symmetric Toeplitz matrix Tm ∈ Rm×m with [t0, t1, ..., tm−1]

T ∈ Rm×1

being the first column, define its τ -matrix approximation as [4]

τ(Tm) := Tm −Hm, (3.2)

whereHm is a Hankel matrix4 whose first column and last column are [t2, t3, ..., tm−1, 0, 0]
T

and [0, 0, tm−1, ..., t3, t2]
T are the first column and the last row, respectively. An in-

teresting property of the τ -matrix defined in (3.2) approximation is that it is diago-
nalizable by the sine transform matrix; i.e.,

τ(Tm) = QmΛmQT
m, (3.3)

3A Toeplitz matrix is a matrix whose entries are constants along its diagonals
4A Hankel matrix is a matrix with entries being constants along the antidiagonals
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where Λm = diag(λi)
m
i=1 is a diagonal matrix with

λi = t0 + 2

m−1∑

j=1

tj cos

(
πij

m+ 1

)

, i ∈ 1 ∧m, (3.4)

Qm :=

√

2

m+ 1

[

sin

(
πjk

m+ 1

)]m

j,k=1

(3.5)

is a sine transform matrix. It is well-known that Qm is real symmetric and orthogonal
for any m ≥ 1. The product between matrix Qm and a given vector of length m can
be fast computed within O(m logm) operations using FST. Moreover, we note that
the diagonal entries {λi}mi=1 defined in (3.4) can be fast computed within O(m logm)
operations using fast cosine transform (FCT).

We then define the τ -preconditioner for (3.1) as follows

P = IJ + ηxĀx + ηyĀy, (3.6)

where

Āx = d̄IMy
⊗ τ(Sα,Mx

), Āy = ēτ(Sβ,My
)⊗ IMx

, d̄ =
√

ďd̂, ē =
√
ěê.

Instead of solving (3.1), we employ GMRES solver to solve the following equivalent
preconditioned system

P−1Au = P−1b. (3.7)

In the each GMRES iteration, it requires to compute some matrix-vector product
P−1Av for some given vector v. One can compute Av first and then compute P−1(ỹ)
with ỹ = Av given. The matrix-vector Av can be fast computed by utilizing the
Toeplitz-like structure of A with O(J log J) operations; see, e.g., [37, 28, 8]. It thus
remains to discuss the computation of P−1(ỹ) with a given vector ỹ. By (3.3)-(3.4)
and the properties of Kronecker product, we see that P is diagonalizable by a two-
dimension sine transform matrix as follows

P = QΛQT, (3.8)

where Q = QMy
⊗QMx

is a two-dimension sine transform matrix,

Λ = I+ d̄ηxIMy
⊗Λx + ēηyΛy ⊗ IMx

,

is a diagonal matrix with

Λx = diag(λx,i)
Mx

i=1, λx,i = s
(α)
0 + 2

Mx−1∑

j=1

s
(α)
j cos

(
πij

Mx + 1

)

, i ∈ 1 ∧Mx, (3.9)

Λy = diag(λy,i)
My

i=1, λy,i = s
(β)
0 + 2

My−1
∑

j=1

s
(β)
j cos

(
πij

My + 1

)

, i ∈ 1 ∧My. (3.10)

Hence, P−1(ỹ) can be computed in the way Q(Λ−1(QTỹ)), which can be fast imple-
mented within O(J log J) operations by applying the FSTs.
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3.1. Convergence of GMRES solver for the preconditioned system (3.7).
For any Hermitian positive semi-definite matrix B ∈ Rk×k, define

Bz := VT diag([D(i, i)]z)ki=1V, z ∈ R,

where B = VTDV denotes the orthogonal diagonalization of B. If B is Hermitian
positive definite (HPD) and z ∈ R, we rewrite (B−1)z as B−z for simplification of the
notation.

For any Hermitian matrix H, denote by λmin(H) and λmax(H), the minimal
eigenvalue and the maximal eigenvalue of H, respectively.

For any symmetric matrices H1,H2 ∈ Rm×m, denote H2 ≻ (or �) H1 if H2−H1

is positive definite (or semi-definite). Especially, we denote H2 ≻ (or �) O, if H2

itself is positive definite (or semi-definite). Also, H1 ≺ (or �) H2 and O ≺ (or �) H2

have the same meanings as those of H2 ≻ (or �) H1 and H2 ≻ (or �) O, respectively.
Lemma 3.1. For any γ ∈ (1, 2) and any m ∈ N+, it holds that τ(Sγ,m) ≻ O.
Proof. By (3.4), we see that the eigenvalues of τ(Sγ,m) can be expressed as

λ
(γ,m)
i = s

(γ)
0 + 2

m−1∑

j=1

s
(γ)
j cos

(
πij

m+ 1

)

, i ∈ 1 ∧m.

From Property 1(ii)− (iii), we see that

λ
(γ,m)
i ≥ s

(γ)
0 − 2

m−1∑

j=1

∣
∣
∣
∣
s
(γ)
j cos

(
πij

m+ 1

)∣
∣
∣
∣

≥ s
(γ)
0 − 2

m−1∑

j=1

∣
∣
∣s

(γ)
j

∣
∣
∣

= s
(γ)
0 + 2

m−1∑

j=1

s
(γ)
j > 0, i ∈ 1 ∧m. (3.11)

Moreover, τ(Sγ,m) is clearly Hermitian. Hence, τ(Sγ,m) ≻ O. The proof is complete.

With Lemma 3.1, we immediately have

P = IJ + ηxd̄IMy
⊗ τ(Sα,Mx

) + ηy ēτ(Sβ,My
)⊗ IMx

� I. (3.12)

(3.12) implies that P
1
2 andP− 1

2 exist. To analyze the convergence rate of GMRES
for the preconditioned system (3.7), we firstly investigate the convergence behavior of
GMRES solver for the following auxiliary system

P− 1
2AP− 1

2 û = P− 1
2b, (3.13)

where the solution of (3.13) and the solution of (3.7) are related by u = P− 1
2 û. The

reason is explained in what follows.
The convergence behavior of GMRES is closely related to the Krylov subspace.

For a square matrix Z ∈ Rm×m and a vector x ∈ Rm×1, a Krylov subspace of degree
j ≥ 1 is defined as follows

Kj(Z,x) := span{x,Zx,Z2x, . . . ,Zj−1x}.
7



For a set S and a point z, we denote

z + S := {z + x|x ∈ S}.

We recall the relation between the iterative solution by GMRES and the Krylov
subspace in the following lemma.

Lemma 3.2. (see, e.g., [33]) For a non-singular m×m real linear system Zv = w,
let vj be the iterative solution by GMRES at j-th (j ≥ 1) iteration step with v0 as
initial guess. Then, the j-th iteration solution vj minimize the residual error over the
Krylov subspace Kj(Z, r0) with r0 = w− Zv0, i.e.,

vj = argmin
y∈v0+Kj(Z,r0)

‖w− Zy‖2.

Lemma 3.3. Let û0 be the initial guess for (3.13). Let u0 := P− 1
2 û0 be the initial

guess for (3.7). Let uj (ûj , respectively ) be the jth (j ≥ 1) iteration solution derived
by applying GMRES solver to (3.7) ((3.13), respectively ) with u0 ( û0, respectively )
as initial guess. Then,

‖rj‖2 ≤ ‖r̂j‖2 , j = 0, 1, 2, ...

where rj := P−1f −P−1Auj ( r̂j := P− 1
2 f −P− 1

2AP− 1
2 ûj, respectively ) denotes the

residual vector at j-th GMRES iteration for (3.7) ( (3.13), respectively ).
Proof. By applying Lemma 3.2 to (3.13), we see that

ûj − û0 ∈ Kj

(

P− 1
2AP− 1

2 , r̂0

)

,

where r̂0 = P− 1
2 f −P− 1

2AP− 1
2 û0. Notice that

(

P− 1
2AP− 1

2

)k

= P
1
2

(
P−1A

)k
P− 1

2

for each k ≥ 0. Therefore,

Kj

(

P− 1
2AP− 1

2 , r̂0

)

= span

{(

P− 1
2AP− 1

2

)k (

P− 1
2 f −P− 1

2AP− 1
2 û0

)}j−1

k=0

= span
{

P
1
2

(
P−1A

)k
P− 1

2

(

P− 1
2 f −P− 1

2AP− 1
2 û0

)}j−1

k=0

= span
{

P
1
2

(
P−1A

)k (
P−1f −P−1Au0

)}j−1

k=0

where the last equality comes from the fact that u0 = P− 1
2 û0. That means

ûj − û0 ∈ span
{

P
1
2

(
P−1A

)k (
P−1f −P−1Au0

)}j−1

k=0

Therefore,

P− 1
2 ûj−u0 = P− 1

2 (ûj − û0) ∈ span
{(

P−1A
)k (

P−1f −P−1Au0

)}j−1

k=0
= Kj

(
P−1A, r0

)
,

where r0 = P−1f −P−1Au0. In other words,

P− 1
2 ûj ∈ u0 +Kj

(
P−1A, r0

)
.

By applying Lemma 3.2 to (3.7), we know that

uj = argmin
y∈u0+Kj(P−1A,r0)

∥
∥P−1f −P−1Ay

∥
∥
2
.
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Therefore,

‖rj‖2 =
∥
∥P−1f −P−1Auj

∥
∥
2
≤
∥
∥
∥P−1f −P−1AP− 1

2 ûj

∥
∥
∥
2

=
∥
∥
∥P− 1

2 r̂j

∥
∥
∥
2

=
√

r̂Tj P
−1r̂j

≤ ||r̂j ||2,
where the last inequality comes from (3.12).

Lemma 3.3 shows that GMRES solver for (3.7) converges always faster than
GMRES solver for (3.13) whenever the initial guess u0 of (3.7) and the initial guess û0

of (3.13) are related by u0 := P− 1
2 û0. Because of this reason, it suffices to investigate

the convergence behavior of GMRES solver on the auxiliary system (3.13).
For a real square matrix Z, denote

H(Z) :=
Z+ ZT

2
, S(Z) := Z− ZT

2
.

For a square matrix C, denote by ρ(C), the spectral of C.
Lemma 3.4. (see [13, Proposition 7.3]) Let Zv = w be a real square linear system

with H(Z) ≻ O. Then, the residuals of the iterates generated by applying (restarted
or non-restarted) GMRES to solve Zv = w satisfy

||rk||2 ≤
(

1− λmin(H(Z))2

λmin(H(Z))λmax(H(Z)) + ρ(S(Z))2
)k/2

||r0||2,

where rk = w − Zvk with vk (k ≥ 1) being the iterative solution at kth GMRES
iteration and v0 being an arbitrary initial guess.

To apply Lemma 3.4 to the auxiliary system (3.13), we need to showP− 1
2AP− 1

2 ≻
O, to estimate lower and upper bounds of eigenvalues of H(P− 1

2AP− 1
2 ) and upper

bound of spectral radius of S(P− 1
2AP− 1

2 ).
For a square matrix C, denote by σ(C), the spectrum of C. Referring to the

discussion in [16], one can show the following lemma
Lemma 3.5. For any γ ∈ (1, 2) and any m ∈ N+, O ≺ 1

2τ(Sγ,m) ≺ Sγ,m ≺
3
2τ(Sγ,m).

Proof. See the Appendix D.
Denote

P̃ := IJ + ηxÃx + ηyÃy, (3.14)

with

Ãx := d̄IMy
⊗ Sα,Mx

, Ãy := ēSβ,My
⊗ IMx

Lemma 3.1 implies that

O ≺ 1

2
P =

1

2
[IJ + ηxd̄IMy

⊗ τ(Sα,Mx
) + ηy ēτ(Sβ,My

)⊗ IMx
]

≺ IJ + ηxd̄IMy
⊗ Sα,Mx

+ ηy ēSβ,My
⊗ IMx

︸ ︷︷ ︸

:=P̃

≺ IJ + (3/2)ηxd̄IMy
⊗ τ(Sα,Mx

) + (3/2)ηy ēτ(Sβ,My
)⊗ IMx

≺ 3

2
P. (3.15)
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(3.15) means that P is a good approximation to P̃, while P̃ is obtained by replacing
D and E appearing in A with their mean values. That explains why we choose P as
preconditioner of A.

Let λ∗ be an eigenvalue of S(P− 1
2AP− 1

2 ) with |λ∗| = ρ(S(P− 1
2AP− 1

2 )). Clearly,

S(P− 1
2AP− 1

2 ) = P− 1
2S(A)P− 1

2 . By matrix similarity, we have σ(P− 1
2S(A)P− 1

2 ) =
σ(P−1S(A)). Therefore, λ∗ is also an eigenvalue of P−1S(A). Let z0 be the eigen-
vector of P−1S(A) corresponding to the eigenvalue λ∗. We then have

S(A)z0 = λ∗Pz0 =⇒ λ∗ =
z∗0S(A)z0
z∗0Pz0

.

With (3.15), we have

ρ(S(P− 1
2AP− 1

2 )) = |λ∗| =
|z∗0S(A)z0|

z∗0Pz0
=

|z∗0S(A)z0|
z∗0P̃z0

× z∗0P̃z0
z∗0Pz0

≤ 3

2
max

06=z∈CJ×J

|z∗S(A)z|
z∗P̃z

. (3.16)

Similarly, one can show that

λmax(H(P− 1
2AP− 1

2 )) ≤ 3

2
max

06=z∈RJ×J

zTH(A)z

zTP̃z
, (3.17)

λmin(H(P− 1
2AP− 1

2 )) ≥ 1

2
min

06=z∈RJ×J

zTH(A)z

zTP̃z
. (3.18)

(3.16)–(3.18) show that to estimate upper bounds of λmax(H(P− 1
2AP− 1

2 )) and ρ(S(P− 1
2AP− 1

2 ))

and a lower bound of λmin(H(P− 1
2AP− 1

2 )), it suffices to estimate upper bounds of

max
06=z∈RJ×J

zTH(A)z

zTP̃z
and max

06=z∈CJ×J

|z∗S(A)z|
z∗P̃z

and to estimate a lower bound of min
06=z∈RJ×J

zTH(A)z

zTP̃z
.

Property 1(ii)-(iii) together with the well-known Gershgorin’s Theorem immedi-
ately imply that Sγ,M ≻ O for any M ≥ 1 and γ ∈ (1, 2), i.e.,

Sγ,M ≻ O, ∀γ ∈ (1, 2), ∀M ≥ 1. (3.19)

For a diagonal matrix Z = diag(z1, z2, ..., zm) ∈ R
m×m, denote

max(Z) = max
1≤i≤m

zi, min(Z) = min
1≤i≤m

zi, ∇(Z) := max
1≤i,j≤m, i6=j

|zi − zj |
|i− j| .

For a symmetric matrix H ∈ Rm×m and a non-negative diagonal matrix Z ∈ Rm×m,
denote

∆H(Z) := ZH+HZ− 2Z
1
2HZ

1
2 .

Lemma 3.6. Let Z = diag(z1, z2, ..., zM ) ∈ RM×M . Let b̃ > 0 be such that

∇(Z) ≤ b̃

M + 1
.

Assume that there exists b̌ > 0 such that min(Z) ≥ b̌. Then,

||∆Sγ,M
(Z)||2 ≤ µγ(||{s(γ)k }||Dγ

, b̃, b̌)

(M + 1)γ
,
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where Sγ,M is defined in (2.4),

µγ(x, y, z) :=
xy2

2z(2− γ)
, x, y, z > 0, γ ∈ (1, 2).

Proof. See the Appendix E.
Lemma 3.7. Let Z = diag(z1, z2, ..., zM ) ∈ RM×M . Let b̃ > 0 be such that

∇(Z) ≤ b̃

M + 1
.

Assume there exits b̂ ≥ b̌ > 0 such that

b̂ ≥ max(Z) ≥ min(Z) ≥ b̌.

Then, for any θ1 ∈ [0, 1) and any θ2 ∈ (0,+∞), it holds that

2θ1b̌Sγ,M −
(

µγ(||{s(γ)k }||Dγ
, b̃, (1 − θ1)b̌)

(1 +M)γ

)

IM ≺ ZSγ,M + Sγ,MZ

≺ 2(b̂+ θ2)Sγ,M +

(

µγ(||{s(γ)k }||Dγ
, b̃, θ2)

(1 +M)γ

)

IM .

where the function µγ(·, ·, ·) is defined by Lemma 3.6.
Proof. See the Appendix F.
In (2.1), a x-dominant ordering of the spatial grid points is defined. Similarly,

one can define a y-dominant ordering of the spatial grid points as follows

Vy,x = (G1,1, G1,2, ..., G1,My
, G2,1, G2,2, ..., G2,My

, ......, GMx,1, GMx,2, ..., GMx,My
)T.

There exists a permutation matrix Px↔y ∈ RJ×J such that

Vy,x = Px↔yVx,y.

Define the set of functions that are Lipschitz continuous with respect to the first
and the second variable , respectively as follows

L1(Ω) :=

{

w : Ω → R

∣
∣
∣
∣
|w|L1(S) := sup

y∈(l2,r2)

sup
x,x̃∈(l1,r1), x 6=x̃

|w(x, y)− w(x̃, y)|
|x− x̃| < +∞

}

L2(Ω) :=

{

w : Ω → R

∣
∣
∣
∣
|w|L2(S) := sup

x∈(l1,r1)

sup
y,ỹ∈(l2,r2), y 6=ỹ

|w(x, y) − w(x, ỹ)|
|y − ỹ| < +∞

}

.

Lemma 3.8. Assume d ∈ L1(Ω), e ∈ L2(Ω). Then, for any θ1, θ2 ∈ [0, 1) and
any θ3, θ4 ∈ (0,+∞), it holds that

2θ1ď(IMy
⊗ Sα,Mx

)− s1,1(θ1)∆x
αIJ ≺ Ax +AT

x ≺ 2(d̂+ θ3)(IMy
⊗ Sα,Mx

) + s1,2(θ3)∆x
αIJ ,

2θ2ě(Sβ,My
⊗ IMx

)− s2,1(θ2)∆y
βIJ ≺ Ay +AT

y ≺ 2(ê+ θ4)(Sβ,My
⊗ IMx

) + s2,2(θ4)∆y
βIJ ,

where s1,1, s1,2, s2,1, s2,2 are positive constants independent of discretization step-sizes
given as follows

s1,1(θ1) :=
||{s(α)k }||Dα

|d|2L1(Ω)

2(1− θ1)ď(2 − α)(r1 − l1)α−2
, s1,2(θ3) :=

||{s(α)k }||Dα
|d|2L1(Ω)

2θ3(2 − α)(r1 − l1)α−2
,

s2,1(θ2) :=
||{s(β)k }||Dβ

|e|2L2(Ω)

2(1− θ2)ě(2− β)(r2 − l2)β−2
, s2,2(θ4) :=

||{s(β)k }||Dβ
|e|2L2(Ω)

2θ4(2 − β)(r2 − l2)β−2

11



Proof. See the Appendix G.
Lemma 3.9. Assume d ∈ L1(Ω), e ∈ L2(Ω). Take ∆t ≤ c0 with the constant c0

independent of step-sizes defined as follows

c0 = min

{
1− c1
b1

,
c2 − 1

b2

}

> 0,

where

c1 = min







√

ď

2d̂
,

√

ě

2ê






∈ (0, 1), c2 = max







√

2d̂

ď
,

√

2ê

ě






>

√
2

b1 =
||{s(α)k }k≥0||Dα

|d|2L1(Ω)(r1 − l1)
2

4(1−
√
2/2)ď(2 − α)

+
||{s(β)k }k≥0||Dβ

|e|2L2(Ω)(r2 − l2)
2

4(1−
√
2/2)ě(2− β)

> 0,

b2 =
||{s(α)k }k≥0||Dα

|d|2L1(Ω)(r1 − l1)
2

4(
√
2− 1)d̂(2− α)

+
||{s(β)k }k≥0||Dβ

|e|2L2(Ω)(r2 − l2)
2

4(
√
2− 1)ê(2 − β)

> 0.

Then, for any non-zero vector z ∈ RJ×J , it holds that

0 < c1 ≤ zTH(A)z

zTP̃z
≤ c2.

Proof. Take θ1 = θ2 = 1√
2
. By the assumption, ∆t ≤ c0 ≤ 1−c1

b1
. That means

c1 ≤ 1−∆tb1

By Lemma 3.8, we have

H(A) =IJ + ηx
Ax +AT

x

2
+ ηy

Ay +AT
y

2

≻[1− s1,1(θ1)ηx∆x
α/2− s2,1(θ2)ηy∆y

β/2]IJ

+ θ1ďηx(IMy
⊗ Sα,Mx

) + θ2ěηy(Sβ,My
⊗ IMx

)

=(1 −∆tb1)IJ +

√

ď

2d̂
d̄ηx(IMy

⊗ Sα,Mx
) +

√

ě

2ê
ēηy(Sβ,My

⊗ IMx
)

�c1IJ + c1d̄ηx(IMy
⊗ Sα,Mx

) + c1ēηy(Sβ,My
⊗ IMx

) = c1P̃. (3.20)

Take θ3 = (
√
2− 1)d̂, θ4 = (

√
e− 1)ê. By the assumption, ∆t ≤ c0 ≤ c2−1

b2
. That

means

1 + ∆tb2 ≤ c2.

By Lemma 3.8, we have

H(A) =IJ + ηx
Ax +AT

x

2
+ ηy

Ay +AT
y

2

≺[1 + ηxs1,2(θ3)∆x
α/2 + ηys2,2(θ4)∆y

β/2]IJ

+ ηx(d̂+ θ3)(IMy
⊗ Sα,Mx

) + ηy(ê+ θ4)(Sβ,My
⊗ IMx

)

=(1 + ∆tb2)IJ +

√

2d̂

ď
d̄ηx(IMy

⊗ Sα,Mx
) +

√

2ê

ě
ēηy(Sβ,My

⊗ IMx
)

≺c2IJ + c2d̄ηx(IMy
⊗ Sα,Mx

) + c2ēηy(Sβ,My
⊗ IMx

) = c2P̃,
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which together with (3.20) completes the proof.
Lemma 3.10. Let Z = diag(z1, z2, ..., zM ) ∈ RM×M . Let b̃ > 0 be such that

∇(Z) ≤ b̃

M + 1
.

Assume there exits b̂ ≥ b̌ > 0 such that

b̂ ≥ max(Z) ≥ min(Z) ≥ b̌.

Then, for any non-zero vector y ∈ C
M×1, it holds that

|y∗(ZSγ,M − Sγ,MZ)y| ≤ ν1(b̂, b̌)y
∗Sγ,My +

ν2(γ, b̂, b̌, b̃)

(1 +M)γ
y∗y,

where ν1(b̂, b̌) := b̂2 + b̌2 + 1,

ν2(γ, b̂, b̌, b̃) :=
2||{s(γ)k }||Dγ

b̂2b̃2

b̌2(2− γ)

Proof. From Lemma 3.5, we already know that Sγ,M ≻ O. Then,

|y∗(ZSγ,M − Sγ,MZ)y| = |〈Zy,Sγ,My〉 − 〈Sγ,My,Zy〉|
≤ 2|〈Zy,Sγ,My〉|

= 2|〈S
1
2

γ,MZy,S
1
2

γ,My〉|

≤ 2〈S
1
2

γ,MZy,S
1
2

γ,MZy〉 1
2 〈S

1
2

γ,My,S
1
2

γ,My〉 1
2

≤ 〈S
1
2

γ,MZy,S
1
2

γ,MZy〉 + 〈S
1
2

γ,My,S
1
2

γ,My〉
= y∗ZSγ,MZy + y∗Sγ,My. (3.21)

Moreover,

ZSγ,MZ =
1

2
[Z2Sγ,M + Sγ,MZ2 −∆Sγ,M

(Z2)]

� 1

2
(Z2Sγ,M + Sγ,MZ2) +

1

2
||∆Sγ,M

(Z2)||2IM .

By the assumptions, we have

b̂2 ≥ max(Z2) ≥ min(Z2) ≥ b̌2,

∇(Z2) ≤ max
i6=j

|z2i − z2j |
|i− j|

= max
i6=j

(zi + zj)|zi − zj |
|i− j| ≤ 2b̂max

i6=j

|zi − zj |
|i− j| = 2b̂∇(Z) ≤ 2b̂b̃

M + 1
.

Then, Lemmas 3.6 implies that

||∆Sγ,M
(Z2)||2 ≤ µγ(||{s(γ)k }||Dγ

, 2b̂b̃, b̌2)

(1 +M)γ
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Take θ2 = b̌2. Then, Lemma 3.7 implies that

Z2Sγ,M + Sγ,MZ2 ≺ 2(b̂2 + θ2)Sγ,M +

(

µγ(||{s(γ)k }||Dγ
, 2b̂b̃, θ2)

(1 +M)γ

)

IM

= 2(b̂2 + b̌2)Sγ,M +

(

µγ(||{s(γ)k }||Dγ
, 2b̂b̃, b̌2)

(1 +M)γ

)

IM .

That means

ZSγ,MZ =
1

2
[(Z2Sγ,M + Sγ,MZ2) + ||∆Sγ,M

(Z2)||2IM ]

= (b̂2 + b̌2)Sγ,M +

(

µγ(||{s(γ)k }||Dγ
, 2b̂b̃, b̌2)

(1 +M)γ

)

IM ,

which together with (3.21) implies that

|y∗(ZSγ,M − Sγ,MZ)y| ≤ y∗ZSγ,MZy + y∗Sγ,My

≤ (b̂2 + b̌2 + 1)y∗Sγ,My +

(

µγ(||{s(γ)k }||Dγ
, 2b̂b̃, b̌2)

(1 +M)γ

)

y∗y

= ν1(b̂, b̌)y
∗Sγ,My +

ν2(γ, b̂, b̌, b̃)

(1 +M)γ
y∗y.

The proof is complete.
Lemma 3.11. Assume d ∈ L1(Ω), e ∈ L2(Ω). Take ∆t ≤ c3

b3
with c3, b3 > 0 being

constants given as follows

c3 = max

{

d̂2 + ď2 + 1

2d̄
,
ê2 + ě2 + 1

2ē

}

,

b3 =
||{s(α)k }k≥0||Dα

d̂2|d|2L1(Ω)(r1 − l1)
2+α

ď2(2− α)
+

||{s(β)k }k≥0||Dβ
ê2|e|2L2(Ω)(r2 − l2)

2+β

ě2(2 − β)
.

Then, for any nonzero vector x ∈ CJ×1, it holds that

|x∗S(A)x|
x∗P̃x

≤ c3.

Proof. By definition of A, we have

|x∗S(A)x| = |ηxx∗S(Ax)x+ ηyx
∗S(Ay)x| ≤ ηx|x∗S(Ax)x|+ ηy|x∗S(Ay)x|

Rewrite x as x = (x1;x2; · · · ;xMy
) with xj ∈ CMx×1 for each j. Denote Dj =

diag(di,j)
Mx

i=1 for j ∈ 1 ∧My. Then, for each j, it holds that

∇(Dj) ≤ |d|L1(Ω)hx =
|d|L1(Ω)(r1 − l1)

M + 1
, d̂ ≥ max(Dj) ≥ min(Dj) ≥ ď > 0.
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Lemma 3.10 implies that

ηx|x∗S(Ax)x| =
ηx
2
|x∗[D(IMy

⊗ Sα,Mx
)− (IMy

⊗ Sα,Mx
)D]x|

=
ηx
2

∣
∣
∣
∣
∣
∣

My∑

j=1

x∗
j (DjSα,Mx

− Sα,Mx
Dj)xj

∣
∣
∣
∣
∣
∣

≤ ηx
2

My∑

j=1

|x∗
j (DjSα,Mx

− Sα,Mx
Dj)xj |

≤ ηx
2

My∑

j=1

ν1(d̂, ď)x
∗
jSα,Mx

xj +
ν2(α, d̂, ď, |d|L1(Ω)(r1 − l1))

(1 +Mx)α
x∗
jxj

=
ν1(d̂, ď)ηx

2
x∗(IMy

⊗ Sα,Mx
)x +

ν2(α, d̂, ď, |d|L1(Ω)(r1 − l1))∆t

2(r1 − l1)−α
x∗x

≤ c3d̄ηxx
∗(IMy

⊗ Sα,Mx
)x+

ν2(α, d̂, ď, |d|L1(Ω)(r1 − l1))∆t

2(r1 − l1)−α
x∗x,

where ν1 and ν2 are defined in Lemma 3.10. On the other hand, ηy|x∗S(Ay)x| =
ηy

2 |x∗[E(Sβ,My
⊗ IMx

)− (Sβ,My
⊗ IMx

)E]x|. Denote x̃ = Px↔yx, Ẽ = diag(e(Vy,x)).
By applying the permutation matrix Px↔y, we have

ηy
2
|x∗[E(Sβ,My

⊗ IMx
)− (Sβ,My

⊗ IMx
)E]x|

=
ηy
2
|x̃∗[Ẽ(IMx

⊗ Sβ,My
)− (IMx

⊗ Sβ,My
)Ẽ]x̃|.

ηy

2 |x̃∗[Ẽ(IMx
⊗Sβ,My

)− (IMx
⊗Sβ,My

)Ẽ]x̃| has a similar structure to ηx

2 |x∗[D(IMy
⊗

Sα,Mx
)− (IMy

⊗ Sα,Mx
)D]x|. Repeating the discussion above, one can show that

ηy
2
|x̃∗[Ẽ(IMx

⊗ Sβ,My
)− (IMx

⊗ Sβ,My
)Ẽ]x̃|

≤ ν1(ê, ě)ηy
2

x̃∗(IMx
⊗ Sβ,My

)x̃+
ν2(β, ê, ě, |e|L2(Ω)(r2 − l2))∆t

2(r2 − l2)−β
x̃∗x̃

=
ν1(ê, ě)ηy

2
x∗(Sβ,My

⊗ IMx
)x+

ν2(β, ê, ě, |e|L2(Ω)(r2 − l2))∆t

2(r2 − l2)−β
x∗x

≤ c3d̄ηyx
∗(Sβ,My

⊗ IMx
)x+

ν2(β, ê, ě, |e|L2(Ω)(r2 − l2))∆t

2(r2 − l2)−β
x∗x.

That means

|x∗S(A)x| ≤ηx|x∗S(Ax)x|+ ηy|x∗S(Ay)x|
≤c3d̄ηxx∗(IMy

⊗ Sα,Mx
)x+ c3ēηyx

∗(Sβ,My
⊗ IMx

)x

+
ν2(α, d̂, ď, |d|L1(Ω)(r1 − l1))∆t

2(r1 − l1)−α
x∗x

+
ν2(β, ê, ě, |e|L2(Ω)(r2 − l2))∆t

2(r2 − l2)−β
x∗x

=c3d̄ηxx
∗(IMy

⊗ Sα,Mx
)x+ c3ēηyx

∗(Sβ,My
⊗ IMx

)x+ b3∆tx
∗x

≤c3d̄ηxx∗(IMy
⊗ Sα,Mx

)x+ c3ēηyx
∗(Sβ,My

⊗ IMx
)x+ c3x

∗x = c3x
∗P̃x.
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The proof is complete.
Theorem 3.12. Assume d ∈ L1(Ω), e ∈ L2(Ω). Take ∆t ≤ c∗ with c∗ being a

constant independent of discretization step-sizes defined as follows

c∗ = min

{

c0,
c3
b3

}

> 0,

where c0, c3, b3 have been defined in Lemmas 3.9, 3.11. Then, GMRES solver for the
preconditioned system (3.7) has a linear convergence rate independent of step-sizes,
i.e., the residuals generated by (restarted or non-restarted) GMRES solver satisfy

||rk||2 ≤ θk||r̂0||2, k ≥ 1,

where rk = P−1b−P−1Auk with uk denoting the k-th GMRES iteration for k ≥ 1;
r̂0 = P− 1

2b−P− 1
2Au0 with u0 ∈ RJ×1 being an arbitrary initial guess;

θ =

√

1− c21
3c1c2 + 9c23

∈ (0, 1),

is a constant independent of step-sizes; c1, c2, c3 have been defined in Lemmas 3.9,
3.11 .

Proof. Denote û0 = P
1
2u0. Denote r̂j := P− 1

2 f −P− 1
2AP− 1

2 ûj with uj denoting
the j-th iterative solution by applying GMRES solver to the auxiliary system (3.13)
with û0 as initial guess. Then, by Lemma 3.3, we know that

||rk||2 ≤ ||r̂k||2, k ≥ 1. (3.22)

Denote

B(x, y, z) =

√

1− x2

xy + z2
, y ≥ x > 0, z ≥ 0.

Since H(P− 1
2AP− 1

2 ) ≻ O, Lemma 3.4 is applicable to the auxiliary system (3.13),
which means

||r̂k||2 ≤ [B(λmin(H(P− 1
2AP− 1

2 )), λmax(H(P− 1
2AP− 1

2 )), ρ(S(P− 1
2AP− 1

2 )))]k||r̂0||2,
k ≥ 1.

Moreover, it is clear that on the domain of definition, B(x, y, z) is monotonically
decreasing with respect to x ∈ (0,+∞), and monotonically increasing with respect to
y ∈ [x,+∞) and to z ∈ [0,+∞). By Lemmas 3.9, 3.11 and (3.16)–(3.18), we know
that

λmax(H(P− 1
2AP− 1

2 )) ≤ 3c2
2
, λmin(H(P− 1

2AP− 1
2 )) ≥ c1

2
> 0

ρ(S(P− 1
2AP− 1

2 )) ≤ 3c3
2
.

Therefore,

||r̂k||2 ≤ [B(c1/2, 3c2/2, 3c3/2)]
k||r̂0||2 = θk||r̂0||2, k ≥ 1,
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which together with (3.22) implies that

||rk||2 ≤ θk||r̂0||2.

The proof is complete.
Remark 1. Compared with the assumptions used in [21], the assumptions in

Theorem 3.12 are mild. The theory in [21] assumes that d and e are both functions
of one variable or that d is proportional to e, which is in contrast to the theory in this
paper only assuming d ∈ L1(Ω) and e ∈ L2(Ω). Actually, an uniformly bounded |∂xd|
(|∂ye|, respectively) is sufficient to guarantee d ∈ L1(Ω) (e ∈ L2(Ω), respectively).
Moreover, since c∗ is a constant independent of ∆t, ∆x and ∆y, the assumption ∆t ≤
c∗ is easily satisfied by taking a properly small temporal step-size ∆t. To conclude,
Theorem 3.12 shows that with our proposed τ preconditioner, the GMRES solver for
the preconditioned Toeplitz like system has a convergence rate not deteriorating as the
grid get refined, under mild assumptions.

4. The τ Preconditioner for Multi-dimension SFDE with Variable Co-
efficient. Consider the following multi-dimension SFDE with variable coefficients.

(∂tu)(x, t) =

l∑

i=1

di(x)(∂
αi

i u)(x, t) + f(x, t), (x, t) ∈ Ω× (0, T ], (4.1)

u(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ], (4.2)

u(x, 0) = ψ(x), x ∈ Ω̄, (4.3)

where Ω =
m∏

i=1

(li, ri) ⊂ Rm is bounded; ∂Ω and Ω̄ denotes boundary, closure of

Ω, respectively; x = (x1, x2, ..., xm) ∈ Rm; u(x, t) is unknown to be solved; di(x) is

positive over Ω×(0, T ] with d̂i ≥ di(x) ≥ ďi > 0 for positive constants d̂i, ďi > 0, (1 ≤
i ≤ m); f(x, t) and ψ(x) are given source term and initial condition, respectively; ∂tu
is the first-order partial derivative of u with respect to t; α1, α2, ..., αm ∈ (1, 2), ∂αi

i u
is the Riesz fractional derivative of order αi with respect to xi defined by

(∂αi

i u)(x, t) :=
−1

2 cos(αiπ/2)Γ(2− αi)

∂2

∂x2i

∫ ri

li

u(x1, x2, ..., xi−1, ξ, xi+1, ..., xm, t)

|xi − ξ|αi−1
dξ,

4.1. The multi-level Toeplitz like system arising from discretization of
(4.1)–(4.3). In this subsection, we present the discretization of (4.1)–(4.3) on uniform
grid.

For positive integers Mi(i = 1, 2, ...,m) and N , let ∆t = T/N and hi = (bi −
ai)/(Mi + 1)(i = 1, 2, ...,m). Denote tn = n∆t for n ∈ 0∧N . Denote xi,j = ai + jhi,
for 0 ≤ j ≤ Mi + 1, i ∈ 1 ∧ m. Let N be the set of all integer numbers. For
i = 1, 2, ...,m, define Ii = {j ∈ N|1 ≤ j ≤ Mi}, Îi = {j ∈ N|0 ≤ j ≤ Mi + 1},
K = I1 × I2 × · · · × Im, K̂ = Î1 × Î2 × · · · × Îm, ∂K = K̂ \ K. For a multiindex

K = (k1, k2, ..., km) ∈ K̂, denote xK = (x1,k1
, x2,k2

, ..., xl,km
). We can then define the

set of grid points inside Ω as follows

G := {xK |K ∈ K}.

Denote by V(G), the vector obtained from arrange the grid points in G in a lexi-
cographic ordering [22]. Then, similar to the derivation of (2.5), the linear system
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arising from discretization of (4.1)–(4.3) at n-th time step can be described as follows
[22]

Aun = bn, n = 1, 2, ..., N, (4.4)

where bn = un−1 + ∆tfn, fn = f(V(G), tn), u0 = ψ(V(G)), the unknown un is an
approximation of u(V(G), tn),

A = IJ +

m∑

i=1

ηiAi, ηi =
∆t

hαi

i

, Ai = Di(IM−

i
⊗ Sαi,Mi

⊗ IM+

i
), Di = diag(di(V(G))),

M−
i =

i−1∏

j=1

Mj , M
+
i =

m∏

j=i+1

Mj, i ∈ 2 ∧ (m− 1), M−
1 =M+

m = 1, J =

m∏

i=1

Mi.

4.2. The τ-preconditioner for the multi-level Toeplitz like system (4.4)
and the implementation. Now, our τ -preconditioner for the multi-level Toeplitz
like system (4.4) is defined as

P := IJ +

m∑

i=1

ηiĀi, (4.5)

where

Āi = d̄iIM−

i
⊗ τ(Sαi,Mi

)⊗ IM+

i
, d̄i =

√

d̂iďi, i ∈ 1 ∧m.

Instead of solving (4.4), we employ the GMRES solver to solve the following
preconditioned system

P−1Aun = P−1bn, n ∈ 1 ∧N.

For ease of statement, we neglect the superscript n appearing in the systems above
and use the following preconditioned linear system to represent any one of the linear
systems above

P−1Au = P−1b, (4.6)

where u and b represent un and bn respectively for some n ∈ 1 ∧N .
P defined in (4.5) is diagonalizable by a multi-dimension sine transform, i.e.,

P = QΛQT, (4.7)

where Q =
m⊗

i=1

QMi
with QMi

defined in (3.5) is the so called multi-dimension sine

transform; Λ is a diagonal matrix whose diagonal entries are positive and explicitly
known as follows

Λ := diag(λK)K∈K, λK := 1 +

m∑

i=1

d̄iηi



s
(αi)
0 + 2

Mi−1∑

j=1

s
(αi)
j cos

(
πK(i)j

Mi + 1

)


 .

Clearly, the Q defined in (4.7) is symmetric and the matrix-vector product asso-
ciated with Q can be computed within O(J log J) operations by utilizing FFTs and
the properties of Kronecker product. Then, similar to the implementation discussed
in Section 3, one can compute the matrix P−1A defined in (4.6) times a given vector
within O(J log J) operations, which is nearly linear.
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4.3. Convergence of GMRES for the preconditioned multi-level Toeplitz
like system (4.6). For x = (x1, x2, ..., xm), y = (y1, y2, ..., ym) ∈ Ω, denote

|x− y| =
( m∑

i=1

|xi − yi|2
) 1

2

, S1(x) = (l1, r1)×
(

m∏

k=2

{xk}
)

,

Sm(x) =

(
m−1∏

k=1

{xk}
)

× (lm, rm), Si(x) =

i−1∏

k=1

{xk} × (li, ri)×
m∏

k=i+1

{xk}, 2 ≤ i ≤ m− 1.

Define the set of functions that are Lipschitz continuous with respect to the spatial
variable xi (i = 1, 2, ...,m) as

Li(Ω) :=

{

w : Ω → R

∣
∣
∣
∣
|w|Li(Ω) := sup

x∈Ω
sup

y,z∈Si(x), y 6=z

|w(y) − w(z)|
|y − z| < +∞

}

.

Analogous to the proof of Theorem 3.12, one can prove the following theorem.
Theorem 4.1. Assume di ∈ Li(Ω), i = 1, 2, ...,m. Take ∆t ≤ c∗ with c∗ being a

constant independent of discretization step-sizes defined as follows

c∗ = max

{
1− c1
b1

,
c2 − 1

b2
,
c3
b3

}

> 0,

where

c1 = min
i∈1∧m

√

ďi

2d̂i
∈ (0, 1), c2 = max

i∈1∧m

√

2d̂i

ďi
>

√
2,

b1 =

m∑

i=1

||{s(αi)
k }k≥0||Dαi

|di|2Li(Ω)(ri − li)
2

4(1−
√
2/2)ďi(2− αi)

,

b2 =

m∑

i=1

||{s(αi)
k }k≥0||Dαi

|di|2Li(Ω)(ri − li)
2

4(
√
2− 1)d̂i(2 − αi)

,

c3 = max
i∈1∧m

d̂2i + ď2i + 1

2d̄i
, i = 1, 2, ...,m,

b3 =

m∑

i=1

||{s(αi)
k }k≥0||Dαi

d̂2i |di|2Li(Ω)(ri − li)
2+αi

ď2i (2− αi)
.

Then, GMRES solver for the preconditioned system (4.6) has a linear convergence
rate independent of step-sizes, i.e., the residuals generated by GMRES solver satisfy

||rk||2 ≤ θk||r̂0||2, k ≥ 1,

where rk = P−1b−P−1Auk with uk denoting the k-th GMRES iteration for k ≥ 1;
r̂0 = P− 1

2b−P− 1
2Au0 with u0 ∈ RJ×1 being an arbitrary initial guess for (4.6);

θ =

√

1− c21
3c1c2 + 9c23

∈ (0, 1).

Remark 2. Clearly, the theoretical results presented in Theorem 4.1 for multi-
dimension SFDE are straightforward extension of that presented in Theorem 3.12 for
2-dimension SFDE. That demonstrates the power of the proposed preconditioner and
the developed theoretical framework in this paper.
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5. Numerical Results. In this section, we test the proposed preconditioned
solver by 2D, 3D examples and compare its performance with other preconditioning
techniques including: the (multilevel) circulant preconditioner proposed in [19], the
(multilevel) Toeplitz preconditioner proposed in [21]. For ease of statement, we denote
by GMRES-P, GMRES-T and GMRES-C, the preconditioned GMRES methods with
the proposed preconditioner, Toeplitz preconditioner and circulant preconditioner,
respectively.

For all preconditioners tested in this section, GMRES solver is applied to solving
the preconditioned systems. We set ||rk||2 ≤1e-7×||r0||2 as stopping criterion of
GMRES solver, where rk denotes residual vector at k-th GMRES iteration and r0
denotes the initial residual vector. As we solving the N many unknowns un (n =
1, 2, ..., N) in (2.5) sequentially, we take u0 as initial guess for solving u1 and take un

as initial guess for solving un+1 with n ∈ 1 ∧ (N − 1) once un is solved.
As verified in the Appendices A-C, there are three numerical schemes [6, 26,

35] appropriate as numerical discretization in this paper. All the numerical results
presented in this section are based on the numerical scheme proposed in [6], which is
defined as follows (see (A.1))

s
(γ)
0 =

Γ(γ + 1)

Γ(γ/2 + 1)2
, s

(γ)
k+1 =

(

1− γ + 1

γ/2 + k + 1

)

s
(γ)
k , k ≥ 0, γ ∈ (1, 2).

Numerical results corresponding to the other two schemes are quite similar to the
presented one, which are thus neglected considering the limited length of this paper.
There are N many linear systems to be solved whose unknowns corresponding to
un for n = 1, 2, ..., N , respectively. Hence, there are N many iteration numbers for
each iterative solver tested. We use the notation “iter” to represent the average of
the N many iteration numbers. Denote by ‘CPU’, the running time of an algorithm.
The examples of fractional diffusion equations tested in this section are defined in
square physical domains. Each of these square domains is discretized by square grid
with M + 1 uniform partitions along each spatial direction. The time interval [0, T ]
is always discretized in N many uniform partitions for each example. As iterative
solvers may produce different iterative solutions of the fractional diffusion equations,
we use the following norm to measure the accuracy of the iteration solutions

EM,N =
||u∗ − ũ||∞

||u||∞
,

where u∗ and ũ denote the exact solution of SFDE and iterative solution deriving
from some iterative solver, respectively. As EM,N corresponding to different iterative
solvers are roughly the same, the results of EM,N are not listed in this paper. In
such situation, “iter” and “CPU” are more interesting quantities for measuring the
performance of preconditioning techniques.
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In Example 1, we consider the two-dimension SFDE (1.1)–(1.3) with

Ω = (0, 2)× (0, 2), T = 1, d(x, y) = 1 + xα + (2− x)α + yβ + (2− y)β ,

e(x, y) = 2 + cos(πx/5) + cos(πy/5), ψ(x, y) = x2(2− x)2y2(2− y)2,

f(x, y, t) = − exp(−t)x2(2− x)2y2(2 − y)2

+
exp(−t)d(x, y)y2(2− y)2

2 cos(απ/2)Γ(2− α)

4∑

i=2

(
2

i−2

)
24−ii![xi−α + (2− x)i−α]

Γ(i + 1− α)(−1)i−2

+
exp(−t)e(x, y)x2(2− x)2

2 cos(βπ/2)Γ(2 − β)

4∑

i=2

(
2

i−2

)
24−ii![yi−β + (2− y)i−β ]

Γ(i+ 1− β)(−1)i−2
,

the exact solution of which is given by u(x, y, t) = exp(−t)x2(2 − x)2y2(2 − y)2.
Results of different preconditioned GMRES methods for solving Example 1 are listed
in Table 5.1. Table 5.1 shows that the proposed preconditioning method GMRES-P
is the most efficient one in terms of CPU time and iteration number among the three
solvers. Moreover, the iteration number of GMRES-P changes slightly as N and M
changes, which illustrates the size-independent convergence of GMRES-P as shown
in Theorem 3.12.

In Example 2, we consider the multi-dimension SFDE (4.1)–(4.3) with

m = 3, Ω = (0, 1)3, T = 1, d1(x) =
3∑

i=1

xαi

i (1 − xi)
αi ,

d2(x) = 2 +
3∑

i=1

cos(πxi/2), d3(x) = 1 + x1x2x3, ψ(x) =
3∏

i=1

x2i (1− xi)
2,

f(x, t) = − exp(−t)
3∏

i=1

x2i (1 − xi)
2

+ exp(−t)
3∑

i=1

di(x)x
2
i (1− xi)

2

2 cos(αiπ/2)Γ(2− αi)

4∑

j=2

(
2

j−2

)
j![xj−αi

i + (1− xi)
j−αi ]

Γ(j + 1− αi)(−1)j−2
,

the exact solution of which is given by

u(x, t) = exp(−t)
3∏

i=1

x2i (1− xi)
2.

In [21], there is no implementation of GMRES-T discussed for 3-dimension SFDE.
Hence, for Example 2, we test and compare the performance of GMRES-P and
GMRES-C, the results of which are listed in Table 5.2. Table ?? shows that the pro-
posed preconditioning method GMRES-P is more efficient than GMRES-C in terms
of both iteration number and computational time. Moreover, the iteration num-
ber of GMRES-P shown in Table ?? changes slightly as matrix-size change, which
demonstrates the size-independent convergence rate, supporting the theoretical results
presented in Theorem 4.1.
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Table 5.1

Performance of different preconditioners for solving Example 1.

(α, β) N M + 1
GMRES-P GMRES-T GMRES-C

Iter CPU(s) Iter CPU(s) Iter CPU(s)

(1.1,1.9)

24
28 6.0 1.43 7.0 5.09 26.4 4.13
29 6.0 5.15 7.0 21.83 32.5 22.15
210 6.0 18.43 7.0 74.62 39.7 93.56

25
28 5.0 2.36 7.0 9.19 22.3 7.98
29 6.0 11.64 7.0 39.38 27.3 38.33
210 6.0 45.27 7.0 141.99 33.4 147.62

26
28 5.0 6.33 6.0 19.91 18.1 12.78
29 5.0 23.30 6.0 72.65 22.2 61.17
210 5.0 79.50 6.0 262.91 28.3 255.67

(1.5,1.9)

24
28 6.0 1.73 9.0 6.57 21.3 3.74
29 6.0 6.58 9.0 27.34 25.4 17.72
210 6.0 22.34 9.0 93.19 28.7 64.18

25
28 5.0 3.28 8.0 11.82 19.2 6.86
29 5.0 11.73 8.0 48.36 22.3 30.69
210 5.0 39.86 8.0 165.17 26.3 119.20

26
28 5.0 6.52 7.0 20.21 15.1 10.69
29 5.0 23.88 7.0 82.62 18.2 48.45
210 5.0 81.11 7.0 287.42 22.2 195.20

(1.9,1.9)

24
28 5.0 1.54 10.0 7.02 22.4 4.04
29 5.0 6.11 10.0 29.37 26.6 18.46
210 5.0 20.36 10.0 101.59 31.4 72.21

25
28 5.0 3.12 9.0 12.78 21.2 7.65
29 5.0 11.94 9.0 52.93 24.2 33.32
210 5.0 40.53 9.0 183.57 27.3 123.58

26
28 4.0 5.45 8.0 22.86 17.1 13.03
29 4.0 20.50 8.0 94.02 20.2 58.26
210 4.0 68.82 8.0 325.41 24.8 229.93

Table 5.2

Performance of different preconditioners for solving Example ??.

(α1, α2, α3) N M + 1
GMRES-P GMRES-C

Iter CPU(s) Iter CPU(s)

(1.1,1.9,1.5)

21
26 8.0 1.33 36.0 3.36
27 9.0 7.79 47.0 74.08
28 9.0 75.60 60.0 938.62

22
26 8.0 2.54 34.0 14.12
27 8.0 18.49 43.0 139.89
28 8.0 148.72 55.0 1658.30

23
26 7.0 4.65 31.0 24.95
27 8.0 36.12 40.0 250.30
28 8.0 285.95 51.0 2725.38

(1.5,1.1,1.9)

21
26 8.0 1.31 26.0 5.53
27 8.0 9.03 32.0 48.11
28 9.0 78.98 40.0 474.40

22
26 8.0 2.60 24.0 9.50
27 8.0 18.20 30.0 89.70
28 8.0 144.51 38.0 878.89

23
26 7.0 4.72 24.0 17.72
27 7.0 32.89 32.0 170.46
28 8.0 287.44 38.0 1416.19

21
26 8.0 1.32 22.0 17.73
27 9.0 10.03 28.0 164.42
28 9.0 79.66 35.0 1479.31
6
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6. Conclusion. In this paper, a τ -preconditioner has been proposed for (mul-
tilevel) Toeplitz-like linear systems arising from unsteady-state (multi-dimension)
SFDE with variable coefficients, the inversion of which can be fast implemented by
FSTs. Theoretically, we have shown that with the proposed preconditioner, precondi-
tioned GMRES solver has a convergence rate independent of system-size under mild
assumption that the variable coefficients are partially Lipschitz continuous functions.
To the best of our knowledge, this is the first iterative solver with size-independent
convergence rate for the Toeplitz-like system arising from the variable-coefficients
SFDE. Numerical results reported have demonstrated the efficiency of the proposed
preconditioning method and supported the theoretical results.

REFERENCES

[1] O. P. Agrawal, Solution for a fractional diffusion-wave equation defined in a bounded domain,
Nonlinear Dynam., 29 (2002), pp. 145–155.

[2] Nikos Barakitis, Sven-Erik Ekström, and Paris Vassalos, Preconditioners for fractional
diffusion equations based on the spectral symbol, Numerical Linear Algebra with Applica-
tions, 29 (2022), p. e2441.

[3] D. A. Benson, S. W. Wheatcraft, and M. M. Meerschaert, The fractional-order governing
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[6] C. Çelik and M. Duman, Crank–nicolson method for the fractional diffusion equation with the
riesz fractional derivative, Journal of computational physics, 231 (2012), pp. 1743–1750.

[7] , Crank-Nicolson method for the fractional diffusion equation with the Riesz fractional
derivative, J. Comput. Phys., 231 (2012), pp. 1743–1750.

[8] Raymond Hon-Fu Chan and Xiao-Qing Jin, An introduction to iterative Toeplitz solvers,
SIAM, 2007.

[9] M. H. Chen and W. H. Deng, Fourth order accurate scheme for the space fractional diffusion
equations, SIAM J. Numer. Anal., 52 (2014), pp. 1418–1438.

[10] M. H. Chen, W. H. Deng, and Y. J. Wu, Superlinearly convergent algorithms for the two-
dimensional space-time Caputo-Riesz fractional diffusion equations, Appl. Numer. Math.,
70 (2013), pp. 22–41.

[11] H. F. Ding and C. P. Li, High-order numerical algorithms for Riesz derivatives via construct-
ing new generating functions, J. Sci. Comput., 71 (2017), pp. 759–784.

[12] M. Donatelli, M. Mazza, and S. Serra-Capizzano, Spectral analysis and structure pre-
serving preconditioners for fractional diffusion equations, J. Comput. Phys., 307 (2016),
pp. 262–279.

[13] H. C. Elman, D. J. Silvester, and A. J. Wathen, Finite elements and fast iterative solvers:
with applications in incompressible fluid dynamics, Numerical Mathematics and Scie, 2014.

[14] Z. P. Hao, Z. Z. Sun, and W. R. Cao, A fourth-order approximation of fractional derivatives
with its applications, J. Comput. Phys., 281 (2015), pp. 787–805.

[15] R. Hilfer, Applications of Fractional Calculus in Physics, World Scientific, Singapore, 2000.
[16] Xin Huang, Xue-Lei Lin, Michael K. Ng, and Hai-Wei Sun, Spectral analysis for precondi-

tioning of multi-dimensional riesz fractional diffusion equations, Numerical Mathematics:
Theory, Methods and Applications, 15 (2022), pp. 565–591.

[17] X. Q. Jin, F. R. Lin, and Z. Zhao, Preconditioned iterative methods for two-dimensional
space-fractional diffusion equations, Commun. Comput. Phys., 18 (2015), pp. 469–488.

[18] S. L. Lei and Y. C. Huang, Fast algorithms for high-order numerical methods for space-
fractional diffusion equations, Int. J. Comput. Math., 94 (2017), pp. 1062–1078.

[19] S. L. Lei and H. W. Sun, A circulant preconditioner for fractional diffusion equations, J.
Comput. Phys., 242 (2013), pp. 715–725.

[20] X. L. Lin, M. K. Ng, and H. W. Sun, A multigrid method for linear systems arising from
time-dependent two-dimensional space-fractional diffusion equations, J. Comput. Phys.,
336 (2017), pp. 69–86.

[21] Xue-lei Lin, Michael K Ng, and Hai-Wei Sun, A splitting preconditioner for toeplitz-like lin-

23



ear systems arising from fractional diffusion equations, SIAM Journal on Matrix Analysis
and Applications, 38 (2017), pp. 1580–1614.

[22] X. L. Lin, M. K. Ng, and H. W. Sun, Stability and convergence analysis of finite difference
schemes for time-dependent space-fractional diffusion equations with variable diffusion
coefficients, J. Sci. Comput., 75 (2018), pp. 1102–1127.

[23] Q. Liu, F. W. Liu, Y. T. Gu, P. H. Zhuang, J. Chen, and I. Turner, A meshless method
based on point interpolation method (PIM) for the space fractional diffusion equation,
Appl. Math. Comput., 256 (2015), pp. 930–938.

[24] M. M. Meerschaert and C. Tadjeran, Finite difference approximations for fractional
advection–dispersion flow equations, J. Comput. Appl. Math., 172 (2004), pp. 65–77.

[25] , Finite difference approximations for two-sided space-fractional partial differential equa-
tions, Appl. Numer. Math., 56 (2006), pp. 80–90.

[26] Mark M Meerschaert and Charles Tadjeran, Finite difference approximations for two-
sided space-fractional partial differential equations, Applied numerical mathematics, 56
(2006), pp. 80–90.

[27] R. Metzler and J. Klafter, The random walk’s guide to anomalous diffusion: a fractional
dynamics approach, Phys. Rep., 339 (2000), pp. 1–77.

[28] Michael K Ng, Iterative methods for Toeplitz systems, Numerical Mathematics and Scie, 2004.
[29] Dimitrios Noutsos, Stefano Serra-Capizzano, and Paraskevas Vassalos, Essential spec-

tral equivalence via multiple step preconditioning and applications to ill conditioned toeplitz
matrices, Linear Algebra and its Applications, 491 (2016), pp. 276–291.

[30] J. Y. Pan, R. H. Ke, M. K. Ng, and H. W. Sun, Preconditioning techniques for diagonal-
times-Toeplitz matrices in fractional diffusion equations, SIAM J. Sci. Comput., 36 (2014),
pp. A2698–A2719.

[31] H. K. Pang and H. W. Sun, Multigrid method for fractional diffusion equations, J. Comput.
Phys., 231 (2012), pp. 693–703.

[32] I. Podlubny, Fractional Differential Equations, Academic Press, New York, 1999.
[33] Y. Saad, Iterative Methods for Sparse Linear Systems, SIAM, 2003.
[34] T. H. Solomon, E. R. Weeks, and H. L. Swinney, Observation of anomalous diffusion and
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Appendix A. Verification of {s(γ)k }k≥0 arising from [6]. {s(γ)k }k≥0 arising
from [6] is defined by

s
(γ)
0 =

Γ(γ + 1)

Γ(γ/2 + 1)2
, s

(γ)
k+1 =

(

1− γ + 1

γ/2 + k + 1

)

s
(γ)
k , k ≥ 0. (A.1)

As Γ(z) > 0 for z > 0 and γ ∈ (1, 2), it is clear that s
(γ)
0 = Γ(γ+1)

Γ(γ/2+1)2 > 0 and that

s
(γ)
1 =

(

1− γ + 1

γ/2 + 1

)

s
(γ)
0 =

( −γ
γ + 2

)

s
(γ)
0 < 0.

Notice that 1 − γ+1
γ/2+k+1 = 2k−γ

2k+γ+2 > 0 for k ≥ 1. Therefore, it is trivial to see by

induction that

s
(γ)
k+1 =

(

1− γ + 1

γ/2 + k + 1

)

s
(γ)
k < 0, k ≥ 1.
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Hence, Property 1(ii) is valid. Moreover, 1− γ+1
γ/2+k+1 = 2k−γ

2k+γ+2 ∈ (0, 1) for k ≥ 1,

|s(γ)k+1| =
∣
∣
∣
∣

(

1− γ + 1

γ/2 + k + 1

)

s
(γ)
k

∣
∣
∣
∣
=

∣
∣
∣
∣

2k − γ

2k + γ + 2

∣
∣
∣
∣
|s(γ)k | < |s(γ)k |, k ≥ 1,

which combined with s
(γ)
k < 0 for k ≥ 1 implies that s

(γ)
k < s

(γ)
k+1 for k ≥ 1. In other

words, Property 1(iv) is valid.

It is indicated in [6] that 2
∞∑

k=1

|s(γ)k | = s
(γ)
0 , which together with s

(γ)
k < 0 for k ≥ 1

implies that

s
(γ)
0 + 2

m−1∑

k=1

s
(γ)
k = −2

∞∑

k=1

s
(γ)
k + 2

m−1∑

k=1

s
(γ)
k = −2

∞∑

k=m

s
(γ)
k = 2

∞∑

k=m

|s(γ)k |, m ≥ 1

It is also shown in [6] that |s(γ)k | = O((k + 1)−γ−1), which means

s
(γ)
0 + 2

m−1∑

k=1

s
(γ)
k = 2

∞∑

k=m

|s(γ)k |

&

∞∑

k=m

1

(k + 1)γ+1
≥
∫ ∞

m

1

(1 + x)1+γ
dx =

1

γ(1 +m)γ
, m ≥ 1.

Hence,

(m+ 1)γ

(

s
(γ)
0 + 2

m−1∑

k=1

s
(γ)
k

)

&
1

γ
> 0, m ≥ 1.

Therefore,

inf
m≥1

(m+ 1)γ

(

s
(γ)
0 + 2

m−1∑

k=1

s
(γ)
k

)

> 0,

which means Property 1(iii) is valid.

Appendix B. Verification of {s(γ)k }∞k=0 arising from [26]. {s(γ)k }∞k=0 arising
from [24] is defined by

s
(γ)
k = qγw̃

(γ)
k , k ≥ 0, qγ =

−1

2 cos(γπ/2)
> 0, (B.1)

w̃
(γ)
k = 2g

(γ)
1 , w̃

(γ)
1 = g

(γ)
0 + g

(γ)
2 , w̃

(γ)
k = g

(γ)
k+1, k ≥ 2,

g
(γ)
0 = −1, g

(γ)
k+1 =

(

1− γ + 1

k + 1

)

g
(γ)
k , k ≥ 0.

Property 1(ii), (iv) of {s(γ)k }∞k=0 defined in (B.1) has been verified in [16, Lemma 4.1].
It thus remains to verify Property 1(iii). By [22, Lemma 8], it holds

∞∑

k=0

g
(γ)
k = 0. (B.2)
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Therefore,

s
(γ)
0 + 2

∞∑

k=1

s
(γ)
k = qγ

(

w̃
(γ)
0 + 2

∞∑

k=1

w̃
(γ)
k

)

= qγ

[

2g
(γ)
1 + 2(g

(γ)
0 + g

(γ)
2 ) + 2

∞∑

k=2

g
(γ)
k+1

]

= 2qγ

∞∑

k=0

g
(γ)
k = 0,

which together with Property 1(ii) implies that

s
(γ)
0 + 2

m−1∑

k=1

s
(γ)
k = −2

∞∑

k=1

s
(γ)
k + 2

m−1∑

k=1

s
(γ)
k = −2

∞∑

m

s
(γ)
k = 2

∞∑

k=m

|s(γ)k |

It is shown in [24] that g
(γ)
k = O((k + 1)−γ−1) for k ≥ 0, Therefore, |s(γ)k | = O((k +

1)−γ−1), which means

s
(γ)
0 + 2

m−1∑

k=1

s
(γ)
k = 2

∞∑

k=m

|s(γ)k |

&

∞∑

k=m

1

(k + 1)γ+1
≥
∫ ∞

m

1

(1 + x)1+γ
dx =

1

γ(1 +m)γ
, m ≥ 1.

Hence,

(m+ 1)γ

(

s
(γ)
0 + 2

m−1∑

k=1

s
(γ)
k

)

&
1

γ
> 0, m ≥ 1.

Therefore,

inf
m≥1

(m+ 1)γ

(

s
(γ)
0 + 2

m−1∑

k=1

s
(γ)
k

)

> 0.

Thus, Property 1(iii) of {s(γ)k }∞k=0 defined in (B.1) is valid.

Appendix C. Verification of {s(γ)k }∞k=0 arising from [35]. {s(γ)k }∞k=0 arising
from [35] is defined by

s
(γ)
k = νγŵ

(γ)
k , k ≥ 0, νγ =

−1

2 cos(γπ/2)Γ(4− γ)
> 0, (C.1)

ŵ
(γ)
0 = 2p

(γ)
1 , ŵ

(γ)
1 = p

(γ)
0 + p

(γ)
2 , ŵ

(γ)
k = p

(γ)
k+1, k ≥ 2,

p
(γ)
0 = −1, p

(γ)
1 = 4− 23−γ , p

(γ)
2 = −33−γ + 4× 23−γ − 6,

p
(γ)
k = −(k + 1)3−γ + 4k3−γ − 6(k − 1)3−γ + 4(k − 2)3−γ − (k − 3)3−γ , k ≥ 3.

It is easy to see that s
(γ)
0 = νγŵ

(γ)
0 = 2νγp

(γ)
1 > 0 and that

s
(γ)
1 = νγ(p

(γ)
0 + p

(γ)
2 ) = νγ(−33−γ + 4× 23−γ − 7) < 0, γ ∈ (1, 2).
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Moreover, it is shown in [35, Lemma 4] that p
(γ)
k ≤ 0 for k ≥ 3. Then, s

(γ)
k = νγŵ

(γ)
k =

νγp
(γ)
k+1 ≤ 0 for k ≥ 2. So far, Property 1(ii) of {s(γ)k }∞k=0 defined in (C.1) is shown to

be valid.
Notice that

ŵ
(γ)
1 − ŵ

(γ)
2 = p

(γ)
0 + p

(γ)
2 − p

(γ)
3

= 43−γ − 5× 33−γ + 10× 23−γ − 11 ≤ 0, γ ∈ (1, 2).

In other words, s
(γ)
1 = νγŵ

(γ)
1 ≤ νγŵ

(γ)
2 = s

(γ)
2 . Moreover, it is shown in [35, Lemma

4] that p
(γ)
k ≤ p

(γ)
k+1 for k ≥ 3. Thus, s

(γ)
k = νγp

(γ)
k+1 ≤ νγp

(γ)
k+3 = s

(γ)
k+1 for k ≥ 2, which

means Property 1(iv) of {s(γ)k }∞k=0 defined in (C.1) is valid.
It thus remains to verify Property 1(iii). By [35, Lemma 4], it holds

∞∑

k=0

p
(γ)
k = 0. (C.2)

Therefore,

s
(γ)
0 + 2

∞∑

k=1

s
(γ)
k = νγ

(

ŵ
(γ)
0 + 2

∞∑

k=1

ŵ
(γ)
k

)

= νγ

[

2p
(γ)
1 + 2(p

(γ)
0 + p

(γ)
2 ) + 2

∞∑

k=2

p
(γ)
k+1

]

= 2νγ

∞∑

k=0

p
(γ)
k = 0,

which together with Property 1(ii) implies that

s
(γ)
0 + 2

m−1∑

k=1

s
(γ)
k = −2

∞∑

k=1

s
(γ)
k + 2

m−1∑

k=1

s
(γ)
k = −2

∞∑

m

s
(γ)
k = 2

∞∑

k=m

|s(γ)k |

It is shown in [22] that p
(γ)
k = O((k + 1)−γ−1) for k ≥ 0, Therefore, |s(γ)k | = O((k +

1)−γ−1), which means

s
(γ)
0 + 2

m−1∑

k=1

s
(γ)
k = 2

∞∑

k=m

|s(γ)k |

&

∞∑

k=m

1

(k + 1)γ+1
≥
∫ ∞

m

1

(1 + x)1+γ
dx =

1

γ(1 +m)γ
, m ≥ 1.

Hence,

(m+ 1)γ

(

s
(γ)
0 + 2

m−1∑

k=1

s
(γ)
k

)

&
1

γ
> 0, m ≥ 1.

Therefore,

inf
m≥1

(m+ 1)γ

(

s
(γ)
0 + 2

m−1∑

k=1

s
(γ)
k

)

> 0.
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Thus, Property 1(iii) of {s(γ)k }∞k=0 defined in (C.1) is valid.

Appendix D. Proof of Lemma 3.5.

Proof. Denote Hγ,m := Sγ,m − τ(Sγ,m). Rewrite Hγ,m as Hγ,m = [hij ]
m
i,j=1.

Then, straightforward calculation yields that

hij =







s
(γ)
i+j , i+ j < m− 1,

s2m+2−(i+j), i+ j > m+ 1,

0, otherwise.

By Property 1(ii), we know that

hij ≤ 0, 1 ≤ i, j ≤ m. (D.1)

Denote pij = s
(γ)
|i−j| − hij . Then, (D.1) and Property 1(ii),(iv) imply that

pij =







s
(γ)
0 − hii > 0, i = j,

s
(γ)
|i−j| − s

(γ)
i+j ≤ 0, i+ j < m− 1 and i 6= j,

s
(γ)
|i−j| − s

(γ)
2m+2−(i+j) ≤ 0, i+ j > m+ 1 and i 6= j,

s
(γ)
|i−j| ≤ 0, otherwise.

(D.2)

Let (λ, z) be an eigen-pair of τ(Sγ,m)−1Hγ,m such that ||z||∞ = 1. Then,

Hγ,mz = λτ(Sγ,m)z. (D.3)

Rewrite z as z = (z1, z2, ..., zm)T. (D.3) implies that for each i = 1, 2, ...,m, it holds

m∑

j=1

hijzj = λ
m∑

j=1

pijzj .

Hence,

λpiizi =

m∑

j=1

hijzj − λ

m∑

j=1,i6=j

pijzj , i = 1, 2, ...,m.

As ||z||∞ = 1, there exists k0 ∈ {1, 2, ...,m} such that |zk0
| = 1. Then,

|λ||pkk| ≤
m∑

j=1

|hkj |+ |λ|
m∑

j=1,k 6=j

|pkj |. (D.4)
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By (D.2) and Property 1(iii), we have

|pkk| −
m∑

j=1,j 6=k

|pkj | − 2
m∑

j=1

|hkj |

=(s
(γ)
0 − hkk)−

m∑

j=1,j 6=k

(hkj − s
(γ)
|k−j|) + 2

m∑

j=1

hkj

=s
(γ)
0 +

m∑

j=1,j 6=k

s
(γ)
|k−j| +

m∑

j=1

hkj

=s
(γ)
0 +





k−1∑

j=1

s
(γ)
j +

m−k∑

j=1

s
(γ)
j



 +





m−1∑

j=k+1

s
(γ)
j +

m−1∑

j=m−k+2

s
(γ)
j





≥s(γ)0 + 2

m−1∑

j=1

s
(γ)
j > 0,

which combined with (D.4) implies that

|λ| ≤

m∑

j=1

|hkj |

|pkk| −
m∑

j=1,k 6=j

|pkj |
≤

m∑

j=1

|hkj |

2
m∑

j=1

|hkj |
=

1

2
.

Therefore,

σ(τ(Sγ,m)−1Hγ,m) ⊂ (−1/2, 1/2). (D.5)

Since τ(Sγ,m) = Sγ,m −Hγ,m,

τ(Sγ,m)−1Sγ,m = τ(Sγ,m)−1(τ(Sγ,m) +Hγ,m) = Im + τ(Sγ,m)−1Hγ,m,

which means σ(τ(Sγ,m)−1Sγ,m) = 1 + σ(τ(Sγ,m)−1Hγ,m) ⊂ (1/2, 3/2). By Lemma

3.1, τ(Sγ,m) ≻ O. By matrix similarity, we have σ(τ(Sγ,m)−
1
2Sγ,mτ(Sγ,m)−

1
2 ) =

σ(τ(Sγ,m)−1Sγ,m) ⊂ (1/2, 3/2), which implies that

O ≺ 1

2
τ(Sγ,m) ≺ Sγ,m ≺ 3

2
τ(Sγ,m).

The proof is complete.

Appendix E. Proof of Lemma 3.6.

Proof. Recall that {s(γ)k }k≥0 ∈ Dγ , ∀γ ∈ (1, 2). It is easy to check the (i, j)-th
entry rij of ∆Sγ,M

(Z) is given by

rij =
(

zis
(γ)
|i−j| + s

(γ)
|i−j|zj − 2z

1
2

i s
(γ)
|i−j|z

1
2

j

)

=
(

z
1
2

i − z
1
2

j

)2

s
(γ)
|i−j|, 1 ≤ i, j ∈ 1 ∧M.
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Using assumptions (i)–(iii), it holds

|rij | =
∣
∣
∣s

(γ)
|i−j|

∣
∣
∣

∣
∣
∣z

1
2

i − z
1
2

j

∣
∣
∣

2

=
∣
∣
∣s

(γ)
|i−j|

∣
∣
∣

∣
∣
∣
∣

∫ zj

zi

1

2
ξ−

1
2 dξ

∣
∣
∣
∣

2

≤
∣
∣
∣s

(γ)
|i−j|

∣
∣
∣

∣
∣
∣
∣

∫ zj

zi

1

2
b̌−

1
2 dξ

∣
∣
∣
∣

2

= 4−1b̌−1|s(γ)|i−j|||zi − zj |2

≤
|s(γ)|i−j||b̃2|i− j|2

4b̌(M + 1)2

≤ ||{s(γ)k }||Dγ
b̃2|i− j|2

4b̌(1 +M)2(1 + |i− j|)γ+1
,

which implies that

||∆Sγ,M
(Z)||∞ = max

1≤i≤M

M∑

j=1

|rij |

= max
1≤i≤M

(

|rii|+
i−1∑

j=1

|rij |+
M∑

j=i+1

|rij |
)

≤ max
1≤i≤M

||{s(γ)k }||Dγ
b̃2

4b̌(M + 1)2





i−1∑

j=1

|i− j|2
(1 + |i− j|)γ+1

+

M∑

j=i+1

|i− j|2
(1 + |i− j|)γ+1





= max
1≤i≤M

||{s(γ)k }||Dγ
b̃2

4b̌(M + 1)2

(
i−1∑

k=1

k2

(1 + k)γ+1
+

M−i∑

k=1

k2

(1 + k)γ+1

)

≤ b̃2||{s(γ)k }||Dγ

2b̌(M + 1)2

M∑

k=1

k1−γ

≤ b̃2||{s(γ)k }||Dγ

2b̌(M + 1)2

M∑

k=1

∫ k

k−1

x1−γdx

=
||{s(γ)k }||Dγ

b̃2M2−γ

2b̌(M + 1)2(2− γ)
≤ ||{s(γ)k }||Dγ

b̃2

2b̌(2 − γ)(M + 1)γ
.

Since Sγ,M is symmetric, ∆Sγ,M
(Z) is also symmetric. Therefore, we have ||∆Sγ,M

(Z)||2 =
ρ(∆Sγ,M

(Z)) ≤ ||∆Sγ,M
(Z)||∞, which together with the above inequality completes

the proof.

Appendix F. Proof of Lemma 3.7.
Proof. We note that ∇(·) is shift-invariant. i.e.,

∇(Z − θ1b̌IM ) = ∇(Z) ≤ b̃

M + 1
.

Moreover, min(Z− θ1b̌IM ) ≥ (1− θ1)b̌ > 0. By Lemma 3.6, it holds that

||∆Sγ,M
(Z− θ1b̌IM )||2 ≤ µγ(||{s(γ)k }||Dγ

, b̃, (1− θ1)b̌)

(1 +M)γ
,
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where the function µγ(·, ·, ·) is defined in Lemma 3.6.

Moreover,O ≺ (Z−θ1b̌IM )
1
2 andO ≺ Sγ,M imply thatO ≺ (Z−θ1b̌IM )

1
2Sγ,M (Z−

θ1b̌IM )
1
2 . Hence,

ZSγ,M + Sγ,MZ = 2θ1b̌Sγ,M + (Z− θ1b̌IM )Sγ,M + Sγ,M (Z− θ1b̌IM )

= 2θ1b̌Sγ,M + 2(Z− θ1b̌b̌IM )
1
2Sγ,M (Z− θ1b̌IM )

1
2 +∆Sγ,M

(Z− θ1b̌IM )

≻ 2θ1b̌Sγ,M − ||∆Sγ,M
(Z − θ1b̌IM )||2IM

� 2θ1b̌Sγ,M − µγ(||{s(γ)k }||Dγ
, b̃, (1− θ1)b̌)

(1 +M)γ
IM . (F.1)

Again, shift-invariance of ∇(·) implies that

∇((b̂ + θ2)IM − Z) = ∇(Z) ≤ b̃

1 +M
.

Besides, min((b̂ + θ2)IM − Z) ≥ θ2 > 0. Lemma 3.6 implies that

||∆Sγ,M
((b̂ + θ2)IM − Z)||2 ≤ µγ(||{s(γ)k }||Dγ

, b̃, θ2)

(1 +M)γ
.

Moreover, O ≺ ((b̂ + θ2)IM − Z)
1
2 and O ≺ Sγ,M imply that

O ≺ [(b̂+ θ2)IM − Z]
1
2Sγ,M [(b̂+ θ2)IM − Z]

1
2 .

Hence,

2(b̂+ θ2)Sγ,M =((b̂ + θ2)IM − Z)Sγ,M + Sγ,M ((b̂ + θ2)IM − Z) + ZSγ,M + Sγ,MZ

=ZSγ,M + Sγ,MZ+ 2[(b̂+ θ2)IM − Z]
1
2Sγ,M [(b̂+ θ2)IM − Z]

1
2

+∆Sγ,M
((b̂ + θ2)IM − Z)

≻ZSγ,M + Sγ,MZ+ ||∆Sγ,M
((b̂ + θ2)IM − Z)||2IM

�ZSγ,M + Sγ,MZ− µγ(||{s(γ)k }||Dγ
, b̃, θ2)

(1 +M)γ
IM .

That means

2(b̂+ θ2)Sγ,M +
µγ(||{s(γ)k }||Dγ

, b̃, θ2)

(1 +M)γ
IM ≻ ZSγ,M + Sγ,MZ,

which together with (F.1) completes the proof.

Appendix G. Proof of Lemma 3.8.
Proof. Denote

Dj = diag(di,j)
Mx

i=1, 1 ≤ j ≤My.

Then, it is straightforward to check that

Ax +AT
x = D(IMy

⊗ Sα,Mx
) + (IMy

⊗ Sα,Mx
)D

= blockdiag(DjSα,Mx
+ Sα,Mx

Dj)
My

j=1.
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For each fixed j ∈ 1 ∧My, it holds that

∇(Dj) ≤ |d|L1(Ω)hx =
|d|L1(Ω)(r1 − l1)

M + 1
, d̂ ≥ max(Dj) ≥ min(Dj) ≥ ď > 0.

Hence, Lemma 3.7 implies that

2θ1ďSα,Mx
− s1,1(θ1)∆x

αIMx

= 2θ1ďSα,Mx
−
(

µα(||{s(α)k }||Dα
, |d|L1(Ω)(r1 − l1), (1 − θ1)ď)

(1 +M)α

)

IMx

� DjSα,Mx
+ Sα,Mx

Dj

� 2(d̂+ θ3)Sα,Mx
+

(

µα(||{s(α)k }||Dα
, |d|L1(Ω), θ3)

(1 +M)α

)

IMx

= 2(d̂+ θ3)Sα,Mx
+ s1,2(θ3)∆x

αIMx
,

which means

2θ1ď(IMy
⊗Sα,Mx

)−s1,1(θ1)∆xαIJ ≺ blockdiag(DjSα,Mx
+ Sα,Mx

Dj)
My

j=1
︸ ︷︷ ︸

:=Ax+AT
x

≺ 2(d̂+θ3)(IMy
⊗Sα,Mx

)+s1,2(θ3)∆x
αIJ .

On the other hand, by applying the permutation matrix, one can check that

Ay +AT
y = PT

x↔y[Ẽ(IMx
⊗ Sβ,My

) + (IMx
⊗ Sβ,My

)Ẽ]Px↔y,

with Ẽ = diag(e(Vy,x)). Clearly, Ẽ(IMx
⊗ Sβ,My

) + (IMx
⊗ Sβ,My

)Ẽ has a similar
structure with Ax +AT

x = D(IMy
⊗ Sα,Mx

) + (IMy
⊗ Sα,Mx

)D. One can repeat the
discussion for Ax +AT

x to show that

2θ2ě(IMx
⊗Sβ,My

)−s2,1(θ2)∆yβIJ ≺ Ẽ(IMx
⊗Sβ,My

)+(IMx
⊗Sβ,My

)Ẽ ≺ 2(ê+θ4)(IMx
⊗Sβ,My

)+s2,2(θ4)∆y
βIJ .

Then,

2θ2ě(Sβ,My
⊗ IMx

)− s2,1(θ2)∆y
βIJ = PT

x↔y[2θ2ě(IMx
⊗ Sβ,My

)− s2,1(θ2)∆y
βIJ ]Px↔y

≺ PT
x↔y[Ẽ(IMx

⊗ Sβ,My
) + (IMx

⊗ Sβ,My
)Ẽ]Px↔y

︸ ︷︷ ︸

:=Ay+AT
y

≺ PT
x↔y[2(ê+ θ4)(IMx

⊗ Sβ,My
) + s2,2(θ4)∆y

βIJ ]Px↔y

= 2(ê+ θ4)(Sβ,My
⊗ IMx

) + s2,2(θ4)∆y
βIJ ,

which completes the proof.
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