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Abstract As a cross-camera retrieval problem, person Re-

identification (ReID) suffers from image style variations ca-

sued by camera parameters, lighting and other reasons, whic-

h will seriously affect the model recognition accuracy. To

address this problem, this paper proposes a two-stage con-

trastive learning method to gradually reduce the impact of

camera variations. In the first stage, we train an encoder for

each camera using only images from the respective camera.

This ensures that each encoder has better recognition per-

formance on images from its respective camera while be-

ing unaffected by camera variations. In the second stage, we

encode the same image using all trained encoders to gen-

erate a new combination code that is robust against camera

variations. We also use Cross-Camera Encouragement [12]

distance that complements the advantages of combined en-

coding to further mitigate the impact of camera variations.

Our method achieves high accuracy on several commonly

used person ReID datasets, e.g., achieces 90.8% rank-1 ac-

curacy and 85.2% mAP on the Market1501, outperforming

the recent unsupervised works by 12+%. Code is available

at https://github.com/yjwyuanwu/SET.

Keywords Camera variation · Contrastive learning ·

Unsupervised · Person Re-identification

1 Introduction

Given a query image, person Re-identification(ReID) aims

to match the person across multiple non-overlapping cam-
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Fig. 1 An illustration: the generation of combination coding in the

inter-contrast learning stage using encoders trained in the intra-contrast

learning stage

eras [12,20]. In ReID scenarios, each identity may be record-

ed by multiple cameras with different parameters and envi-

ronments, these factors change the appearance of the image,

making it challenging to recognize the same identities.

In previous studies, researchers have addressed the above

challenges through supervised methods, mainly focusing on

finding appropriate mapping functions based on the data dis-

tribution of images captured by different cameras [14,9].

However, such approaches require annotated training sam-

ples to learn the camera transfer model and are only appli-

cable to small datasets. In recent years, researchers have fo-

cused on studying unsupervised domain adaptation (UDA)

methods [3,18,28,10,5,23] and purely unsupervised meth-

ods [11,17,19,27,1] to address this issue. UDA is complex

to train and requires that the difference between the source

and target domains is not significant. In this paper, we focus

on the fully unsupervised approach, which uses only unla-

beled data in the target domain and is trained using the gen-

erated pseudo-labels.

In research on fully unsupervised methods, it is common

to use data augmentation to make the model robust to cam-

era variations [27]. Alternatively, in the training step, sam-
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ples are clustered and pseudo-labelled, and then a model is

designed to extract features that are robust to camera varia-

tions [11,17,19,1]. Unlike previous methods, this paper fo-

cuses on the pseudo-label prediction step in the fully un-

supervised setting. Most pseudo-label prediction algorithms

follow a similar process, which includes feature extraction,

similarity computation, and assigning the same label to sim-

ilar samples for training. The feature similarity calculation

is a crucial step in this process. However, camera variations

lead to an increase in the inter-class distance for the same

identity, which significantly affects the reliability of the sim-

ilarity results.

In this paper, we address the above issues by investigat-

ing a more reasonable distance computation for generating

pseudo-labels. Since it is easier to identify pedestrians with

the same identity in the same camera than in different cam-

eras, as shown in Fig. 2, we decompose the distance cal-

culation between sample encodings into two stages, grad-

ually searching for reliable pseudo-labels. These stages are

trained alternately to jointly optimize the backbone network.

In the first stage, i.e., intra-contrast learning stage, multiple

branches are trained together, with branch k using samples

from camera k for training. Since the samples of each branch

come from a single camera and are not affected by camera

variations, the similarity computation in this stage is per-

formed directly using the encodings obtained from the back-

bone network and the encoder. The contrast learning method

used for training is discussed in detail in Sec. 3.2.

In the second stage, i.e., inter-contrast learning stage, we

use all samples in the training set to jointly train an addi-

tional encoder. Since the samples in the training set come

from different cameras, we must take camera variations into

account during this stage. Inspired by studies such as [19,

4], which show that the classification probability is more ro-

bust to the domain gap than raw features, we consider the

feature obtained from the backbone as ”raw feature”. As

shown in Fig. 1, the encoders trained in the first stage for

each camera are used to obtain the combined encoding of the

samples as ”classification”. Furthermore, to avoid misiden-

tifying samples from different identities as the same identity

when their combined encodings are close, we further explic-

itly reduced the sample distance between different cameras

using the Cross-Camera Encouragement [12]. The distance

between sample encodings in the second stage is composed

of the original encoding distance (d1d1d1), the combined encod-

ing distance (d2d2d2), and the Cross-Camera Encouragement dis-

tance (d3d3d3). We also employed contrastive learning for train-

ing in this stage. d2 and d3 will be introduced in Sec. 3.5.

The proposed method decomposes the distance calcula-

tion between sample encodings into two stages, and grad-

ually finds reliable pseudo-labels. This method is more re-

liable than directly predicting pseudo-labels across cameras

in that, and effectively alleviates the impact of camera varia-

tions. Code is available at https://github.com/yjwyuanwu/SET

Our contributions can be summarized as follows:

– We propose a two-stage comparative learning framework

to optimise the image coding extraction process, where

the two stages mutually promote each other’s perfor-

mance.

– The proposed method for similarity computation effec-

tively alleviates the challenge of camera variations, in

which d2 and d3 have complementary advantages.

– At the stage of pseudo-labelling, we present a method

for reprocessing pseudo-labels to address the issue of

over-labeling.

– Our method achieves high accuracy on three commonly

used person re-identification datasets. It provides insights

into improved similarity calculation for fully unsuper-

vised person ReID.

2 Related work

The proposed method is inspired by domain adaptation meth-

ods and effectively mitigates the impact of camera variations

in a fully unsupervised setting. The work on these two topics

will be introduced in the following two subsections.

2.1 Domain adaptation

Domain adaptation can be summarized into three categories:

GAN-based style transfer, finding features that are robust

to camera varitions, and mutual training. Zhong et al.[26]

proposed a triplet training sample construction method us-

ing style transfer and non-overlapping person ReID datasets.

Wei et al. [18] introduced a GAN-based approach that trans-

fers task images to match the style of the target domain

dataset while preserving the label information from the sour-

ce domain. For research on finding robust features, Zheng et

al. [25] proposed a method to separate features into appear-

ance and structural features, and Zou et al. [28] explored do-

main adaptation using appearance features as domain-invari-

ant features. There are also studies [19,4] showing that the

classification probability is more robust to the domain gap

than raw features, and our work was inspired by this re-

search result. Other methods, such as MMT [5] and NRMT

[23], focus on reducing the impact of low-quality pseudo-

labels through mutual training [22] to improve the model’s

recognition accuracy.

2.2 Fully unsupervised person ReID

Fully unsupervised methods related to mitigating camera

variations mainly focus on three aspects: data augmenta-

tion, extracting features that are robust to camera variations,



Staged Encoder Training for Cross-Camera Person Re-Identification 3

Training Images

Training Samples

Clustering

Averaging

Batching

Intra / Inter Contrast Learning Loss

Real-ranking

Updating

Memory Dictionary

Peseudo Labels

Peseudo Labels

Assigning Pesudo Labels

B
ack

b
o
n

e
B

ack
b

o
n

e

Cam-1

Cam-n

 

·

·

 

·

·

Encoder-i Codings

Cam-i

Encoder

Label=15Label=15

Label=15

Label=193

Label=193

Label=367

Label=367

Label=15

Label=15

Label=193

Label=193

Label=367

Label=367

Label=1Label=1

Label=1

Label=2

Label=2

Label=3

Label=3

Label=1

Label=1

Label=2

Label=2

Label=3

Label=3

Label=1

Label=2

Label=3

Label=1

Label=2

Label=3

Distance Calculation

Codings

Intra

Inter

Fig. 2 overall flowchart .The whole training process is divided into two parts, intra contrast learning and inter contrast learning, which share the

backbone structure, and are represented by the upper and lower parts in the box, respectively. Both parts undergo two stages of training sequentially:

(1)Initialization Stage (indicated by the red line): The clustering results of image encodings are used for dictionary feature initialization and pseudo-

label initialization of the samples. (2)Training Stage (indicated by the thin arrow line): The thin solid arrow line updates features in the dictionary,

while the thin dashed arrow line calculates the loss for the current stage and updates the backbone and encoder. During testing, we encode the

images using the backbone and encoder from the inter-contrast learning stage. We compute the Euclidean distance between the encodings to obtain

the final query results

and generating reliable pseudo-labels. Zhong et al. [27] pro-

posed a method to improve model accuracy through data en-

hancement and using label smoothing regularization (LSR)

loss. Chen et al. [1] extracted features from the statistical

information of different camera images and performed fea-

ture fusion to generate cross-camera invariant features. For

research on generating reliable pseudo-labels, Lin et al. [11]

considered each image as an individual sample and gradu-

ally grouped them based on sample similarity. Wang et al.

[17] formulated ReID as a multi-classification problem and

employed optimized similarity computation to enhance the

accuracy of pseudo-label prediction. The work most simi-

lar to our study is [19], which produces feature vectors that

withstand differences in cameras by utilizing classification

outcomes from various camera classifiers to mitigate the cam-

era disparity issue. In contrast, we use image encoding to

produce camera-robust composite encodings directly. Addi-

tionally, we use d3 (the Cross-Camera Encouragement dis-

tance) to compensate for the shortcomings of d2 (the com-

bined encoding distance) and improve the model’s optimiza-

tion by using a memory dictionary rather than a classifier,

resulting in a better reduction of intra-class distance of the

samples whilst expanding the inter-class distance. our metho-

d is proven to be more effective on multiple datasets.

3 Proposed Method

3.1 Formulation

Given an unlabelled dataset χ , we can consider it to consist

of multiple subdatasets, denoted as χ = {χc} , c = 1 : C,

where the superscript c indicates that all of the images in

this subdataset are from camera c and C represents the to-

tal number of cameras. Our task is to train a model on χ ,

such that for each query image q, this ReID model gener-

ates a feature encoding to retrieve the pedestrian images in

gallery set G that contain the same identity. in other words,

the feature encoding of q should have a smaller distance to

the encoding of a gallery image g with the same identity as

q compared to the distances to other images in G. The task

can be defined as follows:

g∗ = argmin
g∈G

dist(rg,rq) (1)
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where r represents the image encoding extracted by the ReID

model, and dist (·) is the distance metric.

This paper is to generate more accurate pseudo-labels by

reducing the effect of camera variations on the sample dis-

tance calculation during training, so as to guide the model

training and enable the model to extract encodings that sat-

isfy Eq. 1. The model comprises of two stages. As shown

in Fig. 2, the first stage, intra-contrast learning stage, uses

multiple branches for joint training, each branch uses only

a sub-dataset for training, and the loss of branch c can be

expressed as the sum of the contrast loss of all samples from

camera c:

L
c
intra = ∑

I∈χc,I∈Hc
m

L
c
contrast( f ,m) (2)

where f represents the feature of image I after extraction by

the backbone, m is the corresponding pseudo-label, and H

represents the set of pseudo-labels generated by clustering.

In the second stage, inter-contrast learning, we share the

parameters of the first stage backbone and train an additional

encoder. This stage uses the whole training set for training,

including images from different cameras. To minimize the

impact of camera variations, we propose a combination cod-

ing that is more robust to the camera variations. As shown in

Fig. 1, we use all encoders trained in the first stage to encode

the images separately, and then use these encodings to gen-

erate the combination coding R. The combination coding Ri

for image xi can be denoted as:

Ri =
[

r1
i , · · · ,r

k
i , · · · ,r

C
i

]

(3)

where rk
i is the coding of the image xi obtained by the en-

coder corresponding to the k-th camera. We use d2 (the com-

bination coding distance) and d3 (the Cross-Camera Encour-

agement distance [12]) to reduce the impact of camera vari-

ations. The distance between any two images xi and x j in the

inter-contrast learning stage is represented as follows:

D(xi,x j) = d1(xi,x j)+µd2(xi,x j)+d3(xi,x j) (4)

where d1(·) represents the Euclidean distance of the image

coding. We use the clustering result H to calculate the loss

in the inter-contrast learning phase to optimise the extraction

of the coding r, i.e.,

Linter = ∑
I∈Hm

Lcontrast(r,m) (5)

In summary, these two stages share the backbone network

while having their own encoders with the same structure,

and the two stages are trained alternately. The d2(·) and d3(·)

mentioned above are explained in detail in Sec. 3.5.

3.2 Contrast learning

Both stages of the model are trained using contrast learning,

including the initialization and training stages. In the ini-

tialization stage, samples are passed through the backbone

network and the encoder to obtain sample encodings. Then,

similarity is computed to perform clustering by assigning

the same pseudo-label to samples belonging to the same

cluster. After real-ranking which will be described in Sec.

3.3, the average encoding of samples with the same pseudo-

label is used to initialize the memory dictionary, each of the

cluster centroids stored in the memory dictionary can be rep-

resented as:

φk =
1

|Hk|
∑

φi∈Hk

φi (6)

where Hk represents the set of sample encodings for the k-

th cluster. During the training process, the cluster centroids

encoding φk in the memory dictionary is updated with the

sample encoding r using Eq. 7:

φk← λ φk +(1−λ )r (7)

where λ ∈ [0,1) represents the momentum update factor. λ

controls the consistency between the sample coding r and

the corresponding clustering mean. When λ approaches 0,

the clustering mean φk is closest to the coding r of the latest

training sample sample. The loss of contrast for a sample

coded as r and with a pseudo-label of m can be expressed

as:

Lcontrast(r,m) =− log
exp(r ·φm

/

τ)

∑
K
k=0 exp(r ·φk

/

τ)
(8)

where τ is a temperature hyperparameter, {φ1,φ2, ...,φK}

represents the cluster centroids stored in the memory dictio-

nary, and K represents the number of clusters. The contrast

loss can reduce the intra-class distance while increasing the

inter-class distance, which can improve the discriminative

ability of the model. The loss of all obtained samples is used

to update the backbone and encoder.

3.3 Real-ranking

We use top-down hierarchical clustering method for clus-

tering, requiring the number of clusters M to be specified

at the outset. When the number of samples is small, the re-

sulting number of clusters K may be fewer than the spec-

ified quantity. Nevertheless, the allocation of cluster labels

m is randomly assigned by the clustering algorithm within

a number less than M, i.e., it may produce the problem of

over-labelling:

m = random(M)> K (9)



Staged Encoder Training for Cross-Camera Person Re-Identification 5

Since the cluster means in the memory dictionary are

stored in order of label, when an over-label problem occurs,

the cluster centroid corresponding to label m that exceeds

the actual number of clusters cannot be found in the memory

dictionary, which leads to the inability to compute the loss

by using Eq. 8. To solve this problem, as shown in Fig. 2,

we propose a method called Real-ranking to redistribute the

pseudo-labels by ranking them after clustering. The ranking

position of the given sample’s pseudo-label is then used as

its final pseudo-label, guaranteeing that no pseudo-label ex-

ceeds the actual number of classifications.

3.4 Intra-contrast learning

As illustrated in Fig. 2, we employ multiple branches for

joint training in the intra-contrast learning stage. According

to Eq. 8, we can derive the contrastive loss for the branch c

mentioned in Sec. 3.1 as follows:

L
c
contrast ( f ,m) = L

c
contrast (E(θc, f ),m)

=− log
exp(E(θc, f ) ·φm

/

τ)

∑
K
k=0 exp(E(θc, f ) ·φk

/

τ)

(10)

where E(θc, ·) represents the encoder with parameter θc.

The loss of the intra-contrast learning stage is equal to the

sum of the losses of all branches in this stage and can be

formulated as:

Lintra =
C

∑
c= 1

Lc
intra (11)

Eq. 11 effectively improves the discriminative ability of the

encodings extracted by each camera encoder. In addition,

the optimization of multiple branches also improves the dis-

criminative ability of the model for images from different

cameras.

3.5 Inter-contrast learning

In the inter-contrast learning stage, the encoding distance

between samples is determined using Eq. 4. Due to camera

variations, the encoding distance between different samples

of the same identity tends to increase. Therefore, we sub-

tract d2 from the encoding distance of samples from distinct

cameras during the encoding distance calculation. d2 can be

calculated as follows:

d2(xi,x j) =

{

0, ci = c j

−J(Ri,R j), ci ̸= c j
(12)

where J(·) represents the Jaccard distance, the Jaccard dis-

tance between two samples is smaller when their combina-

tion coding is more similar. The corresponding Jaccard dis-

tance of the combination coding is calculated as:

J(Ri,R j) = 1−
Ri∩R j

Ri∪R j

(13)

where ∩ indicates that the combination coding R takes a

smaller value at the corresponding location, and ∪ indicates

that it takes a larger value. In order to prevent samples with

different identities from having similar combination codings

leading to them being mistakenly recognised as the same

identity, we use d3 to further reduce the effect of camera

variations, and the d3 distance can be denoted as:

d3(xi,x j) =

{

λc, ci = c j

0, ci ̸= c j
(14)

4 Experiment

4.1 dataset and Evaluation Protocols

We evaluated our method on three widely-used person ReID

datasets, including Market-1501 [24], PersonX [16] and Du-

keMTMC-ReID [15]. The details of these three datasets are

summarized in Table 1. During training, we only utilized

the images and camera information from the training sets of

each dataset, without using any other annotation informa-

tion. Note that the camera ID is automatically obtained at

the moment of capturing and is no need for human label-

ing. Performance is evaluated by the Cumulative Matching

Characteristic (CMC) and meanAverage Precision (mAP).

4.2 Implementation details

To ensure a fair comparison with other methods, we used a

pre-trained ResNet50 [7] on ImageNet [2] as the backbone

network for feature extraction. After layer 5, we removed all

submodule layers and added a batch normalisation layer [8],

which will produce 2048 dimensional coding using the com-

bination of these two layers as the encoder. During testing

and clustering, we calculated the similarity between sam-

ples using the encodings obtained after passing through the

backbone and the encoder.

During training, the input images are resized to 256×

128. In each round, we perform intra-contrast learning and

inter-contrast learning in sequence. The training consists of

50 rounds. We use the Adam optimizer to train both stages

of the re-ID model with weight decay of 0.0005. The ini-

tial learning rate lr = 0.00035 and then decays to 1/10 of

the previous every 20 rounds. The momentum update fac-

tor λ = 0.99. Every mini-batch integrates 256 images of 16

fake person identities (16 images per identity).
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Dataset # train IDs # train images # test IDs # query images # total images # cameras

Market-1501 751 12,936 750 3,368 32,668 6

PersonX 410 9,840 856 5,136 45,792 6

DukeMTMC-ReID 702 16,522 702 2,228 36,441 8

Table 1 Statistics of datasets used in the experimental section

Methods
Market1501 DukeMTMC-ReID

source mAP Rank-1 Rank-5 Rank-10 source mAP Rank-1 Rank-5 Rank-10

SPGAN[3] Duke 26.9 58.1 76.0 82.7 Market 26.4 46.6 62.6 68.5

HHL[26] Duke 31.4 62.2 78.8 84.0 Market 27.2 46.9 61.0 66.7

DGNet++[28] Duke 61.7 82.1 90.2 92.7 Market 61.8 78.9 87.8 90.4

PDA-Net[10] Duke 47.6 75.2 86.3 90.2 Market 45.1 63.2 77.0 82.5

NRMT[23] Duke 71.7 87.8 94.6 96.5 Market 62.2 77.8 86.9 89.5

MMT[5] Duke 71.2 87.7 94.9 96.9 Market 63.1 76.8 88.0 92.2

BUC[11] None 38.3 66.2 79.6 84.5 None 22.1 40.4 52.5 58.2

HCT[21] None 56.4 80.0 91.6 95.2 None 50.7 69.6 83.4 87.4

MMCL[17] None 45.5 80.3 89.4 92.3 None 40.2 65.2 75.9 80.0

IICS[19] None 72.9 89.5 95.2 97.0 None 64.4 80.0 89.0 91.6

Ours None 85.2 90.8 94.4 95.8 None 71.1 80.2 85.9 88.7

Table 2 Experiments on Market-1501 and DukeMTMC-ReID datasets. The comparison with recent person ReID methods, including domain

adaptation methods and fully unsupervised methods, where ”None” represents the fully unsupervised method and other values represent the source

domain datasets in domain adaptive methods. The black bold font represents the optimal value of each metric

Methods
PersonX

source mAP Rank-1 Rank-5 Rank-10

MMT[5] Market 78.9 90.6 96.8 98.2

SPCL[6] None 72.3 88.1 96.6 98.3

Ours None 91.8 94.5 97.6 98.6

Table 3 Experiments on PersonX datasets. Where ”None” represents

the fully unsupervised method and other values represent the source

domain datasets in domain adaptive methods. The black bold font rep-

resents the optimal value of each metric

For every round of training, we train the model for two

epochs at both stages. We use the standard hierarchical clus-

tering method [13], as done in [19], we set the number of

clusters for each camera to be 600 in the intra-contrast learn-

ing stage and 800 in the inter-contrast learning stage.

4.3 Comparison with State-of-the-arts

We compare recent fully unsupervised methods and domain

adaptation methods on Market-1501 [24] , PersonX [16],

and DukeMTMC-ReID [15]. The results of the comparison

are summarised in Table 2 and Table 3. First we compare

domain adaptive methods, including methods that perform

style transfer via GAN (SPGAN [3],et al.), methods that

reduce the effect of domain gap by disentangling features

(DGNet++ [28],et al.) and methods that reduce the effect

of low-quality pseudo-labelling by mutual training (NRMT

[23],et al.).

These domain adaptation techniques depend on manu-

ally annotated labels from the source domain, whereas our

methodology achieves better results even without such re-

liance. We also compared our method with some fully un-

supervised methods (BUC [11],et al), and it is clear that our

approach outperformed most of these methods based on var-

ious metrics relying on the more reliable calculation of the

sample encoding distances used in the clustering process.

4.4 Ablation Studies

The impact of individual components. In this section we

evaluate the effectiveness of the two stages of intra-contrast

learning and inter-contrast learning in our method. The ex-

perimental results are summarised in Table 5. As shown in

the table, relying solely on inter-contrast learning for train-

ing leads to poor performance, indicating that the distance

calculations between samples from different cameras are un-

reliable. On the other hand, when only intra-contrast learn-

ing is used, the rank-1 accuracy on the Market-1501 and Per-

sonX datasets can reach 86.9% and 93.0% respectively. This

shows that the distance calculation of the sample coding is

more accurate when it is not influenced by camera varia-

tions. However, without considering the distribution gap be-

tween the cameras, the addition of the inter-contrast learn-

ing stage results in a decrease in performance on PersonX.

This shows that although the sample coding produced by

the model improves after the intra-contrast learning stage,

the calculation of distances between samples from different
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Dateset Market-1501 PersonX

Settings mAP Rank-1 mAP Rank-1

d1 83.1 87.4 88.0 92.5

d1 + µd2 84.6 90.1 91.0 93.6

d1 + d3 84.1 89.7 90.0 92.9

d1 + µd2 + d3 85.2 90.8 91.8 94.5

Table 4 Investigate the effect on the results of using different parts of

Eq. 4 in stage 2

Fig. 3 Parameter analysis on Market-1501

cameras remains unreliable. When we use Eq. 4 to calcu-

late the sample coding distance in the inter-contrast learn-

ing stage, there is a significant improvement in accuracy,

demonstrating that our proposed distance calculation method

successfully mitigates the effects of camera variances on

sample distance calculations.

The impact of different partial distances. In this section,

we investigate the effectiveness of the d2 and d3 distances

in Eq. 4. The experimental results are summarised in Ta-

ble 4. Taking the experimental results on the Market1501

dataset as an example, when we use d1 directly to calcu-

late the sample coding distance, the rank-1 accuracy is only

87.4%. However, when we use d2 or d3 for distance calcula-

tion while using d for sample encoding distance calculation,

the rank-1 accuracy improves to 90.1% and 89.7%, respec-

tively, indicating that both can reduce the effect of camera

variations on the distance calculation. Furthermore, when

we calculate the sample encoding distance using d1, d2, and

d3 simultaneously, the rank-1 accuracy further improves to

90.8%. This suggests that d2 and d3 can improve accuracy

individually, and their advantages complement each other.

d2 compensates for d3’s shortcoming of treating all inter-

camera variations as equal, while d3 can explicitly reduce

inter-sample coding distances, compensating for d2’s short-

coming of discriminating pedestrians with different identi-

ties whose combination codings are close to each other as

the same identity.

Influence of hyper-parameters. In this section, we investi-

gate the effect of two important hyperparameters µ and λc,

as shown in Fig. 3. The parameter µ is used to regulate the

importance of d2. By increasing µ from 0 to 0.02, we ob-

serve an increase in both mAP and Rank1. However, further

raising µ leads to a decline in mAP and rank-1 to varying

extents. Therefore, we select µ as 0.02.

Dateset Market-1501 PersonX

Settings mAP Rank-1 mAP Rank-1

Stage1 83.0 86.9 88.3 93.0

Stage2∗ 81.8 85.7 76.9 88.1

Stage1 + Stage2∗ 83.1 87.4 88.0 92.5

Stage1 + Stage2∗ + Eq. 4 85.2 90.8 91.8 94.5

Table 5 Ablation study on individual components. Stage 1 denotes

intra-contrast learning stage. Stage 2 denotes inter-contrast learning

stage.∗ denotes only d1 in Eq. 4 is used in stage 2

For the parameter λc, it is used to explicitly decrease the

encoding distance between samples from different cameras.

It can be observed that when λc increased to 0.04, both mAP

and Rank1 reached their optimal values, and further increas-

ing λc produces a negative effect.

5 Conclusion

This paper introduces two-stage contrastive learning approa-

ch for unsupervised person ReID, which aims to mitigate the

impact of camera variations by improving the encoding dis-

tance calculation across cameras. First, In the intra-contrast

learning stage, multi-branching is utilized to train individual

encoders for each camera separately. Subsequently, in the

inter-contrast learning stage, the encoding results of all en-

coders are combined to generate a more robust combination

coding that is more robust to camera variations. The sample

encoding distance is calculated by considering both d1 (the

original distance) and d2 (the complementary combination

coding distance) and d3 (the Cross-Camera Encouragement

distance). Extensive experiments have demonstrated the ef-

fectiveness of our proposed method in unsupervised person

ReID tasks.
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