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Abstract

In this work, we will investigate the question of optimal control for bilinear systems with constrained
endpoint. The optimal control will be characterized through a set of unconstrained minimization problems
that approximate the former. Then a class of bilinear systems for which the optimal control can be expressed
as a time-varying feedback law will be identified. Finally, applications to parabolic and hyperbolic partial
differential equations are provided.
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I. Introduction and the problem statement

Linear systems are usually preferable when approximating nonlinear dynamical processes for their
simplicity. However, there are many other practical situations for which bilinear models are more
appropriate (see [6, 8, 15, 19, 23, 28] and the references therein). In general, a problem of control
aims to achieve a certain degree of performance for the system at hand using suitable control
laws among available options. If this is indeed feasible, then one usually aims to achieve this
performance while optimizing a certain criterion. A problem of optimal control is an optimization
problem on a reasonable set described by dynamic constraints. As an interesting example, the
question of describing the best control among those that allow to reach a desired state with
minimal cost or energy. Such problems arise in various applications, such as the optimization
of hydrothermal systems and non-smooth modeling in mechanics and engineering, etc. (see
e.g. [4, 5, 12, 13, 22]). The problem of optimal control for bilinear and semi-linear systems with
unconstrained endpoint has been treated by many authors (see [8, 10, 15, 20, 21, 29, 30]). The
question of optimal control with endpoint constraint has been treated in the context of linear and
semi-linear systems with additive controls (see [16, 20] and the references therein). The approach is
based on the Pontryagin’s maximum principle. The main goal of this paper is to study a quadratic
optimization problem with a restricted endpoint state. In the case of a bounded set of admissible
control, we will characterize the optimal control either for exactly or approximately attainable
states. This problem can be formulated as an optimization problem with endpoint constraint,
which can also be approximated by a set of unconstrained problems. Moreover, if the steering
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control is scalar valued, then the optimal control can be expressed as a time-varying feedback law.
Let us consider the following system{

ẏ(t) = Ay(t) + B(u(t), y(t))
y(0) = y0 ∈ X

(1)

where

• A : D(A) ⊂ X 7→ X is the infinitesimal generator of a linear C0- semi-group S(t) on a real
Hilbert space X whose inner product and corresponding norm are denoted respectively by
〈., .〉 and ‖.‖,

• u ∈ L2(0, T; U), where U is a real Hilbert space equipped with inner product 〈., .〉U and the
corresponding norm ‖.‖U , and y is the corresponding mild solution to the control u,

• B : U × X → X is a bounded bilinear operator.

Let us now consider the following assumptions:
(a) For all y ∈ X the mapping u 7→ B(u, y) is compact,
(b) A is the infinitesimal generator of a linear compact C0- semigroup S(t).
Note that assumption (b) is systematically satisfied for U = R·
The quadratic cost function J to be minimized is defined by

J(u) =
∫ T

0
‖y(t)‖2dt +

r
2

∫ T

0
‖u(t)‖2

Udt· (2)

Here, r > 0 and u belongs to the set of admissible control

Uad = {u ∈ V / y(T) = yd},

where V is a closed convex subset of L2(0, T; U) and yd ∈ X is the desired state.
The optimal control problem may be stated as follows

(P)
{

minJ(u)
u ∈ Uad

In order to solve the problem (P), let us introduce the following auxiliary cost function

Jε(u) = ‖y(T)− yd‖2 + εJ(u),

where ε > 0, and let us consider the following optimal control problem

(Pε)

{
minJε(u)
u ∈ V

This paper is organized as follows: In Section 2, we will first provide a solution to the auxiliary
problem (Pε). This result is then applied to build a solution of the problem (P). We will further
provide sufficient conditions on the operators A and B under which the solution of the problem
(P) can be expressed as a time-varying feedback law. Section 3 is devoted to examples and
simulations.

II. Characterisation of the optimal control

i. Preliminary

Let us recall the notion of attainability.
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Definition 1

• A target state yd ∈ X is approximately attainable for the system (1), if for all ε > 0 there exists
uε ∈ V such that ‖yuε(T)− yd‖ ≤ ε·

• A target state yd ∈ X is exactly attainable for the system (1), if there exists u ∈ V such that
yu(T) = yd·

The following lemma provides a continuity property of the solution y with respect to the control
u.

Lemma 2 If one of the assumption (a) or (b) hold, then for any sequence (un) ⊂ L2(0, T; U) such that
un ⇀ u in L2(0, T; U), we have

lim
n→+∞

sup
0≤t≤T

‖yn(t)− y(t)‖ = 0,

where yn and y are the mild solutions of the system (1) respectively corresponding to un and u·

Proof
First, let us recall that for all u ∈ L2(0, T; U), the system (1) has a unique mild solution correspond-
ing to u, which is given by the following variation of constants formula (see e.g. [20], p. 66):

y(t) = S(t)y0 +
∫ t

0
S(t− s)B(u(s), y(s))ds·

Thus, the solutions yn and y of the system (1) respectively corresponding to un and u satisfy the
following formula for t ∈ [0, T]

yn(t)− y(t) =
∫ t

0 S(t− s)
(
B(un(s), yn(s))−B(u(s), y(s))

)
ds·

Then, for all t ∈ [0, T] we have

‖yn(t)− y(t)‖ ≤ ‖
∫ t

0
S(t− s)B(un(s)−u(s), y(s))ds‖+ ‖B‖

∫ t

0
‖S(t− s)‖‖un(s)‖U‖yn(s)− y(s)‖ds

Applying the Gronwall lemma (see Theorem 1 in [17]) yields

‖yn(t)− y(t)‖ ≤ sup
t∈[0,T]

(
‖
∫ t

0
S(t− s)B(un(s)−u(s), y(s))ds‖

)
exp

(
‖B‖

∫ t

0
‖S(t− s)‖‖un(s)‖Uds

)
(3)

Using the weak convergence of un in L2(0, T; U) and the fact that the semi-group S(t) is bounded
on the entire finite interval [0, T], we have for some M > 0

exp
(
‖B‖

∫ t

0
‖S(t− s)‖‖un(s)‖Uds

)
≤ M, ∀t ∈ [0, T]· (4)

1stcase : Assume that (a) holds.
The weak convergence of un ⇀ u in L2(0, T; U) implies that B(un(.), y(.)) strongly converge to
B(u(.), y(.)) in L2(0, T; X)·
Then, we conclude that

lim
n→+∞

sup
0≤t≤T

‖
∫ t

0
S(t− s)B(un(s)− u(s), y(s))ds‖ = 0· (5)
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It follows from (3), (4) and ( 5) that

lim
n→+∞

sup
0≤t≤T

‖yn(s)− y(s)‖ = 0·

2nd case : Assume that (b) holds.
According to Theorem 3.9 in [9], the weak convergence : un ⇀ u in L2(0, T; U) implies the
following weak convergence : B(un(.), y(.)) ⇀ Bu(.), y(.)) in L2(0, T; X)·
Moreover, the weak convergence of B(un(.), y(.)) ⇀ Bu(.), y(.)) in L2(0, T; X) gives (see Corollary
3.3 of [20]):

lim
n→+∞

sup
0≤t≤T

‖
∫ t

0
S(t− s)B(un(s)− u(s), y(s))ds‖ = 0· (6)

It follows from (3), (4) and ( 6) that

lim
n→+∞

sup
0≤t≤T

‖yn(s)− y(s)‖ = 0·

ii. Optimal control for the problem Pε

The following result discusses the existence of the optimal control related to the auxiliary problem
(Pε).

Theorem 3
Let one of the assumptions (a) or (b) hold.

• If V = {u ∈ L2(0, T; U)/‖u‖U ≤ M} for some M > 0, then there exists an optimal control for the
problem (Pε), which satisfies the following formula:

u∗(t) = −
(
‖εru∗(t) + (B(., y∗(t))∗φ(t)‖U

M
+ εr

)−1

B(., y∗(t))∗φ(t),

where φ is the mild solution of the following adjoint system{
φ̇(t) = −A∗φ(t)−B∗(u∗(t), φ(t))− 2εy(t)
φ(T) = 2(y(T)− yd)

(7)

B∗(u∗(t), .) being the adjoint of the operator B(u∗(t), .)·

• If V = L2(0, T; U), then the control defined by

u∗(t) = − 1
εr
(B(., y∗(t))∗φ(t)

is a solution of the problem (Pε), where φ is the mild solution of the adjoint system (7).

Proof:
First let us show the existence of a solution of the problem (Pε).
Since the set {Jε(u)/u ∈ V} ⊂ R+ is not empty and bounded from below, it admits a lower bound
J∗. Let (un)n∈N be a minimizing sequence such that Jε(un)→ J∗.
Then the sequence (un) is bounded, so it admits a sub-sequence still denoted by (un), which
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weakly converges to u∗ ∈ V .
Let yn and y∗ be the solutions of (1) respectively corresponding to un and u∗.
From Lemma 2 we have

lim
n→+∞

‖yn(t)− y∗(t)‖ = 0, ∀t ∈ [0, T]· (8)

Since the norm ‖.‖ is lower semi-continuous, it follows from (8) that for all t ∈ [0, T]

‖y∗(t)‖2 = lim
n→+∞

in f ‖yn(t)‖2·

Applying Fatou’s lemma we get∫ T

0
‖y∗(t)‖2dt = lim

n 7→+∞
in f

∫ T

0
‖yn(t)‖2dt· (9)

Since R : u 7→
∫ T

0 ‖u(t)‖
2
Udt is convex and lower semi-continuous with respect to weak topology,

we have (see Corollary III.8 of [9])

R(u∗) ≤ lim
n→+∞

inf R(un)· (10)

Combining the formulas (8) , (9) and (10) we deduce that

Jε(u∗) = ‖y∗(T)− yd‖2 + ε
∫ T

0
‖y(t)‖2dt +

εr
2

∫ T

0
‖u∗(t)‖2

Udt

≤ lim
n→+∞

inf ‖yn(T)− yd‖2 + ε lim
n→+∞

in f
∫ T

0
‖yn(t)‖2dt +

εr
2

lim
n→+∞

in f
∫ T

0
‖un(t)‖2

Udt

≤ lim
n→+∞

in f Jε(un)

≤ J∗·

We conclude that Jε(u∗) = J∗ and so u∗ is a solution of the problem (Pε).
Let us proceed to the characterisation of the optimal control.

1. The case V = {u ∈ L2(0, T; U) / ‖u‖L2(0,T,U) ≤ M}·

Let f0 : X×U 7→ R be defined by

f0(y, u) = ε

(
‖y‖2 +

r
2
‖u‖2

U

)
, ∀(y, u) ∈ X×U·

Then, the cost function Jε takes the form

Jε(u) = ‖y(T)− yd‖2 +
∫ T

0
f0(y(t), u(t))dt·

Since V is bounded, by application of Pontryagin’s maximum principle (see Theorem 5.2 p. 258 in
[20] and Theorem 6.1 p. 162 in [10] ), we find that for any solution u∗ of the problem (Pε) there
exists a function φ solution of the following adjoint system{

φ̇(t) = −A∗φ(t)−B∗(u∗(t), φ(t))− 2εy∗(t)
φ(T) = 2(y∗(T)− yd)

5



and satisfies the following condition

H(t, u∗(t), y∗(t), φ(t)) = min
u∈V

H(t, u(t), y∗(t), φ(t)), (11)

where
H(t, u(t), y∗(t), φ(t)) = f0(u(t), y∗(t)) + 〈φ(t),B(u(t), y∗(t))〉·

By differentiating the function u 7→ H(u) = H(t, u(t), y∗(t), φ(t)), we have

H′(u)(t) = εru(t) + B(., y∗(t))∗φ(t),

where (B(., y∗(t))∗ : X 7→ U is the adjoint of the operator B(., y∗(t)).
If ‖u∗‖L2(0,T;U) < M, then we conclude that

u∗(t) = − 1
εr
B(., y∗(t))∗φ(t)· (12)

If ‖u∗‖L2(0,T;U) = M, we can distinguish two cases, if H′(u∗) = 0 then the control is given by (12)
and if H′(u∗) 6= 0, then we proceed as follows:
Let v1(t) = 1

M u∗(t) and v2(t) = − 1
‖H′(u∗)‖L2(0,T;U)

H′(u∗)(t). We will show that v1 = v2·
For all u ∈ V we have

〈v1, u〉L2(0,T;U) ≤ ‖v1‖L2(0,T;U)‖u‖L2(0,T;U) ≤ M and 〈v1, u∗〉L2(0,T;U) = M·

So we conclude that
∀u ∈ V, 〈v1, u〉L2(0,T;U) ≤ 〈v1, u∗〉L2(0,T;U)·

Moreover, the fact that V is convex, implies

∀u ∈ V, ∀λ ∈ [0, 1], u∗ + λ(u− u∗) ∈ V·

Then since u∗ is a solution of the problem (Pε), we derive from (11)

H(u∗) ≤ H(u∗ + λ(u− u∗))
≤ H(u∗) + 〈H′(u∗), λ(u− u∗)〉L2(0,T;U)

+ λ‖u∗ − u‖L2(0,T;U)θ(λ‖u∗ − u‖L2(0,T;U)), ∀λ ∈ [0, 1], ∀u ∈ V
(13)

where the function θ is such that

lim
λ→0+

θ(λ‖u∗ − u‖L2(0,T;U)) = 0· (14)

From (13) and (14) it comes

〈H′(u∗), u〉L2(0,T;U) ≥ 〈H′(u∗), u∗〉L2(0,T;U)·

So, we conclude that
∀u ∈ Vad, 〈v2, u〉L2(0,T;U) ≤ 〈v2, u∗〉L2(0,T;U)·

Taking into account that supu∈V〈v2, u〉L2(0,T;U) = M, we deduce that 〈v2, u∗〉L2(0,T;U) = M and
that

〈1
2
(v1 + v2), u∗〉L2(0,T;U) =

1
2
〈v1, u∗〉L2(0,T;U) +

1
2
〈v2, u∗〉L2(0,T;U) = M,
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then

‖1
2
(v1 + v2)‖L2(0,T;U) ≥ 1·

It follows that
‖(v1 + v2)‖L2(0,T;U) = ‖v1‖L2(0,T;U) + ‖v2‖L2(0,T;U)

and that v1 = v2.
Furthermore, we have

1
M

u∗(t) = − 1
‖H′(u∗)‖L2(0,T;U)

H′(u∗)(t)· (15)

According to (12) and (15) we have

u∗(t) =
−1

‖H′(u∗)‖L2(0,T;U)

M + εr
B(., y∗(t))∗φ(t),

where
H′(u)(t) = εru(t) + B(., y∗(t))∗φ(t)·

2. The case V = L2(0, T; U).

From the first part of the proof, there exists a solution u∗ of the problem (Pε).
Let us consider the closed convex space

V∗ = {u ∈ L2(0, T; U) / ‖u‖L2(0,T;U) ≤ ‖u∗‖L2(0,T;U) + 1}·

It is clear that u∗(t) ∈ V̊∗, then from the first case, we have H′(u∗) = 0, which leads to

u∗(t) = − 1
εr
B(., y∗(t))∗φ(t),

where φ is the mild solution of the adjoint system (7).
This achieves the proof of Theorem 3.

iii. Sequential characterization of the solution of the problem (P)

In the sequel, we take a decreasing sequence (εn) such that εn → 0 with corresponding sequence
of controls (u∗n) solutions of problems (Pεn).

Theorem 4 Assume that V is bounded and let yd be an approximately attainable state by a control from V.
Then the problem (P) posses a solution. Moreover any weak limit value of (u∗n) in L2(0, T, U) is a solution
of (P).

Proof:
Since V is bounded, we deduce that the sequence (u∗n) is bounded, so it admits a weakly converg-
ing subsequence, denoted by (u∗n) as well. Let u∗ be a weak limit value of (u∗n) in V.
The remainder of the proof is divided into three steps
Step 1: yd is exactly attainable Uad 6= ∅·
Let us consider the following problem{

min ‖yu(T)− yd‖2

u ∈ V
(16)
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The set {‖yu(T)− yd‖2/u ∈ V} ⊂ R+ is not empty and bounded from below, so it admits a lower
bound Jd.
Let (vn)n∈N be a minimizing sequence such that ‖yvn(T)− yd‖2 −→

n→+∞
Jd.

Since V is bounded, we deduce that the sequence (vn) is bounded, so it admits a weakly converging
subsequence to v ∈ V still denoted by (vn).
By Lemma 2, we have for all t ∈ [0, T]

lim
n→+∞

‖yvn(t)− yv(t)‖ = 0

then, we conclude that

‖yv(T)− yd‖2 = lim
n→+∞

‖yvn(T)− yd‖2 = Jd = min
u∈V
‖yu(T)− yd‖2 (17)

So the control v is a solution of the problem (16).
Since the system (1) is approximately attainable, we have

∀ε > 0, ∃vε ∈ V / ‖yvε(T)− yd‖ ≤ ε (18)

According to (17) and (18), we get

∀ε > 0, ∃vε ∈ V, ‖yv(T)− yd‖ ≤ ‖yvε(T)− yd‖ ≤ ε

So we conclude that ‖yv(T)− yd‖ = 0 and hence v ∈ Uad.

Step 2: ∀v ∈ Uad, J(u∗) ≤ J(v)·
Taking into account that u∗n is a solution of the problem (Pεn) and y∗n is the corresponding solution
of the system (1), we get for all v ∈ Uad

Jεn(u
∗
n) = ‖y∗n(T)− yd‖2 + εn J(u∗n) ≤ Jεn(v)

from which, it comes
εn J(u∗n) ≤ Jεn(v)− ‖y∗n(T)− yd‖2

≤ εn J(v)

So we find
J(u∗n) ≤ J(v) f or all v ∈ Uad· (19)

Let y∗ be the solution of system (1) corresponding to u∗.
Since un ⇀ u∗ in L2(0, T; U), we have by Lemma 2

lim
n→+∞

‖y∗n(t)− y∗(t)‖ = 0, ∀t ∈ [0, T]· (20)

The norm ‖.‖ is lower semi-continuous, it follows that for all t ≥ 0 we have

‖y∗(t)‖2 = lim
n→+∞

in f ‖y∗n(t)‖2·

Applying Fatou’s lemma we get∫ T

0
‖y∗(t)‖2dt = lim

n→+∞
in f

∫ T

0
‖y∗n(t)‖2dt· (21)
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The function R is lower semi-continuous and convex, it follows from [9] that

R(u∗) ≤ lim
n→+∞

inf R(u∗n)· (22)

By the inequalities (21 ) and (22) we deduce that

J(u∗) ≤ lim
n→+∞

in f (J(un))· (23)

Combining ( 19) and (23) we deduce that

J(u∗) ≤ J(v)·

Step 3 : u∗ ∈ Uad·
According to the inequality (19), we deduce that J(u∗n) is bounded and

lim
n→+∞

‖y∗n(T)− yd‖2 = lim
n→+∞

Jεn(u
∗
n) ≤ lim

n→+∞
Jεn(v) = ‖yv(T)− yd‖2 = 0·

Then, taking into account the formula (20), we derive via the continuity of the norm that

lim
n→+∞

‖y∗n(T)− yd‖ = ‖y∗(T)− yd‖ ≤ ‖yv(T)− yd‖ = 0·

Consequently, y∗(T) = yd and the control u∗ is a solution of problem (P).

Theorem 5 If Uad 6= ∅ , then there exists a solution u∗ of the problem (P). Furthermore, any weak limit
value of the solution (u∗n) of (Pεn) in L2(0, T; U) is a solution of (P).

Proof:
Let v ∈ Uad . Then keeping in mind that u∗n is the solution of the problem (Pεn) corresponding to
εn, we can see that

Jεn(u
∗
n) ≤ Jεn(v) = εn J(v)

It follows that
εn J(u∗n) = Jεn(u

∗
n)− ‖y∗n(T)− yd‖2 ≤ Jεn(u

∗
n) ≤ εn J(v)

Using the definition of the cost J given by (2), the last equality gives

r
∫ T

0
‖u∗n(t)‖2

Udt ≤ J(u∗n) ≤ J(v)· (24)

We deduce that the sequence (u∗n) is bounded, so it admits a weakly converging subsequence in
V, also denoted by (u∗n). Let u∗ be a weak limit value of (u∗n) in V and let y∗ be the solution of
system (1) corresponding to u∗.
Since un ⇀ u∗ in L2(0, T; U), we have by Lemma 2

lim
n→+∞

‖y∗n(t)− y∗(t)‖ = 0, ∀t ∈ [0, T]·

Similarly to the proof of Theorem 4 we can show that

J(u∗) ≤ J(v)·

According to the inequality (24), we deduce that J(u∗n) is bounded and

lim
n→+∞

Jεn(u
∗
n) = lim

n→+∞
‖y∗n(T)− yd‖2 ≤ ‖yv(T)− yd‖2·

Hence
lim

n→+∞
‖y∗n(T)− yd‖ = ‖y∗(T)− yd‖ ≤ ‖yv(T)− yd‖ = 0

We conclude that u∗ ∈ Uad·
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iv. Optimal feedback control

In this part we will try to express the optimal control u∗ of the problem (P) as a time-varying
feedback law for the class of commutative bilinear systems with scalar control [15, 28].
Assume that U = R, then we can write the system (1) as follows{

ẏ(t) = Ay(t) + u(t)By(t)
y(0) = y0 ∈ X

where A : D(A) ⊂ X 7→ X is the infinitesimal generator of a linear C0- semi-group S(t), B is a
bounded linear operator and u ∈ V := L2(0, T) .

Theorem 6 Assume that A and B commute with each other and that Uad 6= ∅. Let v ∈ Uad and let
y0 ∈ X be such that S(T)y0 6∈ Ker(B). Then for any solution u∗ of the problem (P), we have the following
formula

u∗(t) =
1
T

∫ T

0
v(s)ds +

2
Tr

∫ T

0

∫ T

α
〈y∗(s), By∗(s)〉ds dα− 2

r

∫ T

t
〈y∗(s), By∗(s)〉ds

Proof:
Let us consider the system (1) in the time horizon [0, T], and let Ak = kA(kI − A)−1 be the Yosida
approximation of the operator A. Let yk and φk be the respective solutions to (1) and (7) with Ak
instead of A. For u ∈ L2(0, T), since Ak is bounded, we have yk, φk ∈ H1(0, T) and

〈φ̇k(t), Byk(t)〉+ 〈φk(t), Bẏk(t)〉 = 〈−A∗k φk(t)− u(t)B∗φk(t)− 2εyk(t), Byk(t)〉

+ 〈B∗φk(t), Akyk(t) + u(t)Byk(t)〉

= 〈φk(t), BAkyk(t)− AkByk(t)〉 − 2ε〈yk(t), Byk(t)〉·

Thus
〈φ̇k(t), Byk(t)〉+ 〈φk(t), Bẏk(t)〉 = 〈φk(t), [B, Ak]yk(t)〉 − 2ε〈yk(t), Byk(t)〉 (25)

where [B, Ak] := BAk − AkB.
Integrating (25) over [t, T], we get

〈φk(t), Byk(t)〉 = 2〈yk(T)− yd, Byk(T)〉 −
∫ T

t

(
〈φk(s), [B, Ak]yk(s)〉 − 2ε〈yk(s), Byk(s)〉

)
ds

Since φk −→ φ and yk −→ y strongly, we obtain by letting k→ +∞

〈φ(t), By(t)〉 = 2〈y(T)− yd, By(T)〉+ 2ε
∫ T

t
〈y(s), By(s)〉ds·

So, by Theorem 3, we conclude that the solution of the problem (Pεn) corresponding to εn, is given
by

u∗n(t) = −
1

εnr
〈φn(t), By∗n(t)〉 = −

2
εnr
〈y∗n(T)− yd, By∗n(T)〉 −

2
r

∫ T

t
〈y∗n(s), By∗n(s)〉ds· (26)

Let v ∈ Uad. By Theorem 5, any limit value u∗ of u∗n in L2(0, T) is a solution of the problem (P).
Since A and B commute, we have the following formulas

yv(t) = S(t) exp(B
∫ t

0
v(s)ds)y0
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and

y∗(t) = S(t) exp(B
∫ t

0
u∗(s)ds)y0·

Using the fact that v, u∗ ∈ Uad and limn→+∞ y∗n(T) = yd , we obtain

lim
n→+∞

y∗n(T) = y∗u(T) = yv(T) = yd·

Hence

lim
n→+∞

S(T) exp(B
∫ T

0
u∗n(t)dt)y0 = S(T) exp(B

∫ T

0
v(t)dt)y0 = S(T) exp(B

∫ T

0
u∗(t)dt)y0·

From the assumption S(T)y0 6∈ Ker(B), we deduce from the last inequalities that

lim
n→+∞

∫ T

0
u∗n(t)dt =

∫ T

0
v(t)dt =

∫ T

0
u∗(t)dt·

Moreover, we deduce from the formula (26), that

lim
n→+∞

∫ T

0
u∗n(t)dt = lim

n→+∞

∫ T

0

(
− 2

εnr
〈y∗n(T)− yd, By∗n(T)〉 −

2
r

∫ T

t
〈y∗n(s), By∗n(s)〉ds

)
dt

= lim
n→+∞

− 2T
εnr
〈y∗n(T)− yd, By∗n(T)〉 −

2
r

∫ T

0

∫ T

t
〈y∗(s), By∗(s)〉dsdt

from which, we derive

lim
n→+∞

− 2T
εnr
〈y∗n(T)− yd, By∗n(T)〉 =

∫ T

0
v(t)dt +

2
r

∫ T

0

∫ T

t
〈y∗(s), By∗(s)〉dsdt· (27)

By (26) and (27) we deduce that u∗n(t)→ u∗(t) for all t ∈ [0, T] and

lim
n→+∞

u∗n(t) = lim
n→+∞

− 2
εnr
〈y∗n(T)− yd, By∗n(T)〉 −

2
r

∫ T

t
〈y∗n(s), By∗n(s)〉ds

=
1
T

∫ T

0
v(s)ds +

2
Tr

∫ T

0

∫ T

α
〈y∗(s), By∗(s)〉dsdα− 2

r

∫ T

t
〈y∗(s), By∗(s)〉ds

= u∗(t)·

We conclude that

u∗(t) =
1
T

∫ T

0
v(s)ds +

2
Tr

∫ T

0

∫ T

α
〈y∗(s), By∗(s)〉dsdα− 2

r

∫ T

t
〈y∗(s), By∗(s)〉ds·

Remark 7 In the case where S(t1) is one to one for some t1 > 0 and y0 6∈ Ker(B), the assumption
S(T)y0 6∈ Ker(B) in Theorem 6 is satisfied.
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III. Examples

i. Wave equation

Let us consider the following wave equation
∂2

∂t2 z(t, x) = ∆z(t, x) + u(t, x)z(t, x), t ∈ [0, T] and x ∈ Ω = (0, 1)
z(t, 0) = z(t, 1) = 0, t ∈ [0, T]
z(0, x) = z0(x), x ∈ Ω

where

• u ∈ L2(0, T, L2(Ω)),
• T > 4 maxx∈Ω |x− x0| for some x0 ∈ R \ [0, 1],
• the desired state zd ∈ H1

0(Ω) ∩ H2(Ω) is such that ∆zd
zd

1(zd 6=0) ∈ L∞(Ω), where 1(zd 6=0)
indicates the characteristic function of the set (zd 6= 0) := {x ∈ Ω / zd(x) 6= 0}.

This system has the form of the system (1) if we take y(t) = (z(t), ż(t)), X = H1
0(Ω)× L2(Ω) with

〈(y1, z1), (y2, z2)〉X = 〈y1, y2〉H1
0 (Ω) + 〈z1, z2〉L2(Ω) and

A =

(
0 I
∆ 0

)
with D(A) = H1

0(Ω) ∩ H2(Ω)× H1
0(Ω) and B =

(
0 0
I 0

)
·

Here B is a compact linear bounded operator on X and A is the infinitesimal generator of a linear
C0- semi-group S(t) of isometries (see [3], p.176).
The quadratic cost function is given by

J(u) =
∫ T

0
(‖z(t)‖2

H1
0 (Ω)

+ ‖ż(t)‖2
L2(Ω))dt +

r
2

∫ T

0
‖u(t)‖2

L2(Ω)dt,

where u(t) := u(t, ·) and z(t) := z(t, ·).
According to [25], there exists a control v ∈ L2(0, T; L2(Ω) such that the corresponding solution
zv of the system (1) verifies zv(T) = zd. Then, according to Theorem 5 there exists a control
u∗ ∈ L2(0, T, R), which guarantees the exact attainability of zd at time T, and is a solution of the
problem (P) with Uad = {u ∈ L2(0, T, L2(Ω)) /z(T) = zd}.

Remark 8 The optimal control of the bilinear wave equation has been considered in [21, 30] in the context
of unconstrained endpoint.

ii. Heat equation

In this part we study the optimal exact attainability for the reaction-diffusion equation.
Let us consider the following system

∂
∂t y(t, x) = ∆y(t, x) + u(t, x)y(t, x), in Q = Ω× (0, T), T > 0
y(t, 0) = y(t, 1) = 0, on (0, T)
y(0) = y0 in Ω

(28)

where Ω = (0, 1) and u ∈ L2(0, T, U) is a control function.

Case 1: Distributed control (U = L2(Ω))

Assume that y0, yd ∈ L2(Ω) are such that

12



• for a.e. x ∈ Ω , ydy0 ≥ 0,

• for a.e. x ∈ Ω, y0(x) = 0 ⇐⇒ yd(x) = 0,

• a := ln( yd
y0
)1(y0 6=0) ∈ L∞(Ω), where 1(y0 6=0) indicates the characteristic function of the set

(y0 6= 0) := {x ∈ Ω / y0(x) 6= 0}.
• ∆yd

yd
1(yd 6=0) ∈ L∞(Ω),

• |yd| > 0 a.e. on some nonempty open subset O of Ω.

According to Theorem 2 in [24], there is a time T for which yd is exactly attainable for the system
(28) using a control v ∈ L2(0, T, L2(Ω)), so Uad 6= ∅. Then, according to Theorem 5, there exists a
control u∗ which guarantees the exact attainability of yd at time T, and is solution of the following
problem {

minJ(u)
u ∈ Uad = {u ∈ L2(0, T, L2(Ω)) / yu(T) = yd}

(29)

More precisely any weak limit of u∗n given by Theorem 3 corresponding to sequence (εn) gives a
optimal control u∗ for (29).

Case 2: Scalar control (U = R)
Here, we have u(t, x) = u(t) ∈ R.
Assume that y0, yd ∈ L2(Ω) are such that yd = λy0 with λ > 1 and y0 > 0, a.e in Ω. According
to Theorem II 4 and Remark 4 in [26], there is a time T for which yd is exactly attainable for the
system (28) using the control v(t) = λ−1

T+(λ−1)t ∈ L2(0, T, R), so Uad 6= ∅.

By Theorem 6, there exists a feedback control u∗ ∈ L2(0, T, R) which guarantees the exact attainabil-
ity of yd at time T, and is solution of the problem (P) with Uad = {u ∈ L2(0, T, R) / y∗(T) = yd},
and satisfies the following formula

u∗(t) =
1
T

ln(λ) +
2
Tr

∫ T

0

∫ T

α
‖y∗(s)‖2ds dα− 2

r

∫ T

t
‖y∗(s)‖2ds·

iii. Transport equation

Let us consider the following transport problem
∂
∂t y(t, x) = − ∂

∂x y(t, x) + u(t)y(t, x), t ∈ (0, T), x ∈ Ω = (0,+∞)
y(t, 0) = 0, t ∈ (0, T)
y(0, x) = y0(x), x ∈ Ω

(30)

where u ∈ L2(0, T). Here the operator A = − ∂
∂x with the domain D(A) = H1

0(Ω) generates a
C0−semi-group of isometries S(t) in X = L2(Ω). Below, we will develop numerical simulation for
the example (30). For this end, we take r = 2 , T = 9, y0 = x exp(−x) and

yd(x) =

{
0, i f x ≤ 9
(x− 9) exp(9− x), i f x ≥ 9

then the control v = 0 ∈ Uad = {u ∈ L2(0, T) / y∗(T) = yd}· By Theorem 6, there exists a
feedback control u∗ ∈ L2(0, T) which guarantees the exact attainability of yd at time T. Moreover
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u∗ is the solution of the problem (P) and satisfies the following formula

u∗(t) =
1
T

∫ T

0

∫ T

α
‖y∗(s)‖2ds dα−

∫ T

t
‖y∗(s)‖2ds· (31)

In the Figure 1, we compare numerically the two controls u∗ and v = 0 in term of the state at the
finite time T = 9. Moreover, we find J(u∗) = 1.2442 and J(v) = 2.25 ≈ 2J(u∗).
We observe that the desired state is exactly attainable either by using the optimal control u∗ or

Figure 1: The state yu∗ (T) (black line), and the desired state yd (blue line)

the control v = 0. However, the control u∗ leads to a lower cost than the zero control.

Remark 9 Unlike the case of linear systems, the uniqueness of the optimal control of the quadratic cost (2)
is not guaranteed in general when dealing with bilinear systems, which is due to the lack of convexity of the
state w.r.t control. For instance, if we assume that r = 0 and that A = B is a skew-adjoint matrix, we can
see that the cost function is constant so we have an infinity of optimal controls. However, in the case of the
quadratic cost function J(u) =

∫ T
0 u2(t)dt, the uniqueness of the optimal control is assured by the strict

convexity of the cost J (see [28]). Moreover, in the case of a cost function J of the form (2), one can prove the
uniqueness of the optimal bilinear control under some constraint relaying T and y0 [8, 29, 30].

IV. Conclusion

In this work, we studied the question of quadratic optimal control with endpoint constraint for
bilinear systems. The optimal control is characterized via a set of unconstrained minimization
problems, then it is expressed as a time varying feedback for commutative bilinear systems. The
obtained results are applied to parabolic and hyperbolic PDE. As an interesting continuation of
the present work, one can consider the same questions for unbounded control operators, such as
the case of Fokker Planck equation [1].
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