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Abstract—Wearable electrocardiograph (ECG) recording and
processing systems have been developed to detect cardiac ar-
rhythmia to help prevent heart attacks. Conventional wearable
systems, however, suffer from high energy consumption at both
circuit and system levels. To overcome the design challenges,
this paper proposes an event-driven compressive ECG recording
and neuromorphic processing system for cardiac arrhythmia
detection. The proposed system achieves low power consumption
and high arrhythmia detection accuracy via system level co-
design with spike-based information representation. Event-driven
level-crossing ADC (LC-ADC) is exploited in the recording
system, which utilizes the sparsity of ECG signal to enable
compressive recording and save ADC energy during the silent
signal period. Meanwhile, the proposed spiking convolutional
neural network (SCNN) based neuromorphic arrhythmia detec-
tion method is inherently compatible with the spike-based output
of LC-ADC, hence realizing accurate detection and low energy
consumption at system level. Simulation results show that the
proposed system with 5-bit LC-ADC achieves 88.6% reduction
of sampled data points compared with Nyquist sampling in the
MIT-BIH dataset, and 93.59% arrhythmia detection accuracy
with SCNN, demonstrating the compression ability of LC-ADC
and the effectiveness of system level co-design with SCNN.

Index Terms—ECG, event-driven compressive recording, spik-
ing convolutional neural network, cardiac arrhythmia detection.

I. INTRODUCTION

Cardiovascular disease (CVD) has been identified as one
of the leading causes of human death based on the statistics
from World Health Organization [1]]. Early detection of cardiac
arrhythmia based on electrocardiograph (ECG) recording and
processing could relieve the threat of CVD. Studies have
shown that home monitoring systems with wearable ECG
recording systems can effectively reduce heart failure hospi-
talization rates [2]-[5[]. Furthermore, recent research indicates
a trend towards integrating ECG recording and processing into
a wearable system for arrhythmia detection to achieve better
energy efficiency and practicality at edge. [6], [7].

The conventional architecture of wearable ECG recording
and processing system is shown in Fig. [T| (top). ECG signal
after amplification and filtering is digitalized by SAR ADC or
Delta-sigma ADC, and sent to arrhythmia detection engine to
judge if there is an alarm or not.

Conventional system architecture faces critical design chal-
lenges. On the one hand, conventional recording architecture
doesn’t take bio-signal features and sparsity into considera-
tion, hence wasting ADC area and energy on unnecessary
data [8]]. Moreover, after ADC digitalization, the information
representation scheme is usually multi-bit discrete amplitude
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Fig. 1. Conventional system architecture (top); Proposed system architecture
(bottom).

format [6]], [[7], which is not computation-friendly for digital
post-processing algorithms and leads to high computation
power. Although some recent researches utilize specific ADC
architecture that produces bit-streams based [[9] or pulse-based
output [[10], they are not co-designed with arrhythmia detection
algorithms and thus have low system-level energy efficiency.

On the other hand, conventional neural networks algorithms
dedicated to arrhythmia detection and broad biomedical appli-
cations, such as artificial neural network (ANN), convolutional
neural network (CNN) and binary neural network (BNN) [10]-
[13], are not designed with the attention of the bio-signal
recording architecture, thus dissipating computation power on
unnecessary data. Moreover, these algorithms typically cannot
process raw data from recording, and are hardware unfriendly.
Although spike-based computing method has been proposed
like [14], it is still not capable of directly processing raw
data digitalized by ADC, which incurs extra hardware cost
at system level.

To solve the aforementioned challenges, this paper proposes
an event-driven compressive ECG recording and neuromor-
phic processing system for cardiac arrhythmia detection. The
proposed system achieves low power and high detection accu-
racy by system level co-design and integrating event-driven
compressive Level-Crossing ADC (LC-ADC) and Spiking
Convolutional Neural Network (SCNN) based neuromorphic
arrhythmia detection algorithm. The proposed system architec-
ture is shown in Fig. [I] (bottom). To the best of our knowledge,
this is the first work that exploits LC-ADC and SCNN together
to achieve spike-based information representation both in low
power ECG recording and processing. The main contributions



are listed as follows:

e Propose the LC-ADC based event-driven compressive
ECG recording system to leverage the sparsity of ECG
signal to achieve compressive recording and save ADC
energy on silent signal.

o Propose the SCNN based neuromorphic processing
method for arrhythmia detection, which is hardware-
friendly and consumes low computation resources.

o The spike-based output of the proposed LC-ADC is in-
herently compatible with the proposed SCNN algorithm,
thus realizing low energy consumption at system level.

o Simulation results show that the proposed system with
5-bit LC-ADC achieves 88.64% data points reduction
compared with Nyquist sampling in the MIT-BIH dataset,
and 93.59% arrhythmia detection accuracy with SCNN.
This indicates the inherent compression ability of LC-
ADC and the effectiveness of system level co-design with
SCNN.

The remaining sections of the paper are arranged as follows.
Section II explains the architecture of the proposed system.
Section III describes the implementation of the proposed
system. Simulation results are presented in Section IV. Finally,
Section V concludes the paper.

II. ARCHITECTURE OF THE PROPOSED SYSTEM

A. Overall System Architecture

The proposed system investigates system level co-design
to accomplish low power event-driven compressive ECG
recording and neuromorphic processing for high arrhythmia
detection accuracy by the cooperation of LC-ADC and SCNN
algorithm. Fig. |1| (bottom) presents the proposed system ar-
chitecture. The ECG signal is converted into digital spikes
by LC-ADC that utilizes level-crossing sampling with signal
compression ability. Therefore, the number of sampled data
points will be significantly reduced compared with Nyquist
sampling. Moreover, the digital spikes are inherently compat-
ible with the proposed SCNN based neuromorphic arrhythmia
detection algorithm, which eliminates the hardware cost of
extra spike encoders in conventional SCNN implementations.
This enables the presented SCNN to directly process the spike-
based output of LC-ADC with low computation complexity
and power consumption.
B. Level-Crossing ADC Based Event-Driven Compressive
ECG Recording

Features used for arrhythmia detection are sparse within
ECG signals. As displayed in Fig. most ECG signals
are silent and irrelevant to arrhythmia detection. However,
conventional uniform Nyquist sampling as illustrated in Fig.
[ (a) constantly samples ECG signal without considering its
sparsity, thus wasting ADC energy during silent period. By
contrast, LC-ADC is a nonuniform sampling frequency data
converter. It could utilize the sparsity of ECG, and only sample
signal when predefined levels are crossed. Fig. 2] presents the
difference between conventional Nyquist sampling and event-
driven level-crossing sampling. As shown in Fig. [2| (b), there
are no sampling points when the signal is silent and does not
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Fig. 2. (a) Nyquist sampling; (b) Level-crossing sampling.
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Fig. 3. Basic LC-ADC architecture.

cross levels, which reduces the total number of sampled data
points and thus saves ADC energy.

Fig. 3] illustrates the basic LC-ADC architecture. The ECG
voltage range is divided into predefined quantization levels that
are represented by V;..y+ and V,..y—. The numerical distance
of two consecutive quantization levels is called the LSB, which
is calculated from the equation below:

Lsp = Ars (1)

oM
where Apg refers to the voltage amplitude range of the input
signal. The resolution bit of LC-ADC is M, producing 2™
quantization levels. The LC-ADC samples input signal and
produces spike output when the quantization levels are up or
down crossed.

C. SCNN Based Energy Efficient Neuromorphic Arrhythmia
Detection

As shown in Fig.[d] the computing strategy of the proposed
SCNN involves two phases. The spiking convolution (SC)
feature extraction phase consists of 1-D convolution and
max-pooling kernels for feature extractions, where the 1-D
convolution kernels extract key features from data and the
max-pooling kernels maintain the most useful information.
The SC phase receives spike data from LC-ADC directly and
sends single-bit dataflow to the next phase. The single-bit
dataflow from the SC feature extraction phase is then flattened
into a single-dimension vector. The spiking fully-connection
(SF) classification phase receives the single-dimension vector
from the SC phase and adopts fully-connected layers to operate
classifications and tell the result of arrhythmia detection.

Different from CNN which uses rectified linear unit (ReLU)
activation neurons, SCNN adopts leaky integrate and fire (LIF)
neuromorphic neuron model to imitate the functions of real
neurons [15]]. The LIF neurons can receive multiple spike
inputs on the time domain and fire multiple output spikes in
one processing procedure. Viem (t) and Vieser stand for the
membrane potentials and the reset potentials of such neurons
at the time step t, respectively. When there exist input spikes,
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Fig. 4. Structure of SCNN.

Vinem (t) increases, but later returns to V... after firing a
spike at the output. When there exists no input spike, the
membrane potential Ve, (¢) decreases by a leaky voltage
AV. The updating process at every time step is described
in Eq. ()
Vmem,i(t) = Vmem,i (t_ 1) +Z IUZj Z (Sj(t—t]) —AV 2)
At every time step, the time-dependent spike data flows
through the whole SCNN and some or all or none of the output
neurons are activated to fire spikes. The spike counter in Fig.
records the firing times of every output neuron across all the
time steps. Then the greatest one determines the classification
result. The proposed SCNN does not require multiplication
operations as all data flowing between layers is one-bit spike
data (0 or 1). The required memory for data storage is also
hugely decreased. Therefore, much computation and memory
cost are reduced, making the proposed arrhythmia detection
method energy efficient.

III. IMPLEMENTATION OF THE PROPOSED SYSTEM

A. ECG Dataset

The MIT-BIH arrhythmia dataset is used to evaluate the
performance on ECG based arrhythmia detection tasks. It
includes 48 half-hour excerpts from two-channel ambulatory
ECG recordings. These recordings were collected between
1975 and 1979 from 47 subjects analyzed by the MIT BIH
Arrhythmia Laboratory. Among the total 48 recordings, 23
are selected at random from a set of 4 thousand 24-hour am-
bulatory ECG recordings that are obtained from a population
consisting of 60% inpatients and 40% outpatients at Boston’s
Beth Israel Hospital. From the same set, the additional 25
recordings were chosen to involve less ordinary but still
clinically important arrhythmias that couldn’t be adequately
reflected in a randomly small sample [16].

The recordings were digitalized at a sampling rate of 360Hz
with 11-bit resolution and a range of 10 mV. ECG recordings
can be classified into five categories according to the Associa-
tion for the Advancement of Medical Instrumentation (AAMI)
standard: non ectopic beat (N), supraventricular ectopic beat
(SVEB), ventricular ectopic beat (VEB), fusion beat (F) and
unknown beat (Q). In the MIT-BIH dataset, there are 90081 N
beats, 2781 SVEB beats, 7008 VEB beats, 802 F beats and 15
Q beats in total. In this work, except for Q beats, 800 beats are
selected randomly from N, SVEB, VEB and F, respectively to
overcome the problem of data unbalance. Therefore, there are
3200 samples used in total, which are separated into training
set and testing set randomly with the ratio of 4:1.

B. Configurable Modelling of LC-ADC

The LC-ADC is modeled and simulated using MATLAB.

The input signal is from MIT-BIH arrhythmia dataset, which is

digitalized by a Nyquist ADC with aforementioned specifica-
tions [[17]. To convert the dataset into level-crossing sampling
spikes, an LC-ADC in [18] is exploited with the clock fre-
quency of 360 Hz. The Apg in Eq. (I) is set as 10mV consid-
ering the voltage range of MIT-BIH dataset. The resolution bit
M is varied from 5-bit to 7-bit. During the sampling process,
the first Nyquist sampled point of every record is chosen as a
reference point, and the value of subsequent Nyquist sampled
points is consecutively compared with the reference point.
The LC-ADC will produce output spikes once the variation
between the current point and the reference point is equivalent
to or larger than one LSB. Then, the previous reference point
is changed to the present point. This procedure is iterated until
all points’ comparison is completed.

The simulated LC-ADC produces two types of output
spikes, i.e., REQ and DIR. The REQ spikes are generated
when the predefined levels are crossed. While the DIR spikes
are generated only when up crossing of input signal happens,
which stores the direction information of input signal. Con-
sidering the data format requirements of SCNN, the REQ and
DIR spikes of each ECG sample are merged into one row
data comprising positive and negative spikes to denote both
amplitude and direction information.

C. Adaptive SCNN and LIF Neuron

An adaptive network structure for SCNN is proposed in this
work. The adaptive neural network topology adopts multi-layer
channel-wise single-dimension convolution and max-pooling
kernels for feature extractions, which can be adapted to
obtain the best performance. The proposed SCNN comprises 5
spiking convolution layers along with 2 max-pooling layers in
the SC feature extraction phase and 2 spiking fully-connected
layers plus a spike counter layer in the SF classification phase.
A LIF neuron layer is also connected after each spiking
convolution layer and each spiking full-connected layer. The
proposed SCNN is trained via backpropagation [19].

For LIF neurons, the reset potential, threshold voltage and
leaky voltage are the adaptive parameters. In this work, all
the LIF neurons share the same parameter settings for the
convenience of hardware implementation. Inspired by natu-
ral behavior patterns of biological neurons, a self-modulated
function is employed on the adaptive LIF neuron model in this
work. Such function can prevent the LIF neurons from being
constantly active or inactive to avoid overfitting of the SCNN,
which may cause huge degradation in performance.

IV. SIMULATION RESULTS

A. Compression Performance of LC-ADC

Fig. [5] shows the compression performance of LC-ADC
from 5-bit to 7-bit. Compared with Nyquist sampling in MIT-
BIH dataset, the reduction of normalized number of data points
is 88.64% for 5-bit LC-ADC, 75.68% for 6-bit LC-ADC,
and 51.02% for 7-bit LC-ADC. The reduction of data points
demonstrates the inherent compression ability of LC-ADC.
This is achieved by exploiting the sparsity of ECG signal
and not digitalizing the signal during its silent period, which
will save ADC energy from hardware perspective [20]. Fig. 5]
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Fig. 6. Performance comparison of CNN and SCNN. (a) Arrhythmia detection
accuracy; (b) Normalized computation complexity.
also explains that the compression ability is negative correlated
with the value of LC-ADC resolution bit.
B. Detection Performance of SCNN

Fig.[6](a) shows the arrhythmia detection performance of the
proposed SCNN with various n-bit LC-ADC sampling output
and comparison with CNN of the same structure. The input
data of CNN is the Nyquist sampling value while the SCNN
input data is spike sequence from LC-ADC. The SCNN keeps
an accuracy of over 93.5%.

To demonstrate the computation reduction of the proposed
SCNN compared with CNN-based methods, the computation
complexity metric is calculated. The computation complexity
of CNN is presented in Eq. (IV-B) and the computation
complexity of SCNN is explained in Eq. (IV-B).

TConn =Y MuMwy (KuKw + Ky + Kw — 1)
X CinCout X Ops X bit + > Ny Noyr X Ops X bit 3)
TCscnn =) MuMw (Ku + Kw — 1) CinCout

XOps x bit Xt + Y NinNour x Ops x bit Xt (4)

where TC, M, N, K, C, H, and W stand for Time Complexity,
Feature Map Size, Neuron Count in FC Layers, Kernel,
Channel, Height and Width; Ops is needed cycles in one
computing operation (1 for adding, 1 for conditional branching
and 10 for multiplication); bit stands for number of bits of data
flows between two layers in NN; t is number of time steps. For
the proposed SCNN, the only needed operation is adding and
conditional branching for judging if the spike output should
be emitted or not, while CNN needs MAC operations. SCNN
uses one bit 0 or 1 as data flow while CNN uses 32-bit floating
points. As shown in Fig. [] (b), the proposed SCNN manages
to reduce 96.8% computation complexity with less than 5%
loss in accuracy compared to CNN.
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Fig. 7. Sensitivity analysis of the proposed system.
TABLE I
PERFORMANCE COMPARISON OF STATE-OF-ART WORKS.
- BioCAS ISCAS DATE JBHI .
Specifications | 519 '57] | 2021 [22] | 2018 23] | 2014 [24] | This Work
ADC 11-Bit 12-Bit 11-Bit Sig:r?zﬁ;elta Levels-g'lc:ssing
Architecture SAR ADC SAR ADC | SAR ADC Modulator ADC
ADC Da}a No No No No Yes
Compression
ADC Output Multi-Bit Multi-Bit Multi-Bit Multi-Bit Spike
Information Discrete Discrete Discrete Discrete s P! N
Representation | Amplitude Amplitude | Amplitude Amplitude cquence
. . Ternary .
Detegnon Multi-Level Neural Threshold- Wavelet SCNN
Algorithm SVM Based Transform
Network
Algorithm
Compatibility No No No No Yes
With ADC

C. Sensitivity Analysis of the Proposed System

Fig. [7] presents the compression and detection performance
with different resolution bits of LC-ADC and various time
steps. As illustrated in Fig. [7} the proposed SCNN algo-
rithm achieves similar detection performance with different
resolution bits of LC-ADC. 5-bit LC-ADC is the optimal
choice because it offers the highest data compression ability.
Moreover, it can be seen from Fig. [7] that the average detection
accuracy of SCNN with LC-ADC is 94.01%, which is higher
than 92.9% of SCNN with Nyquist ADC in the MIT-BIH
dataset. This further demonstrates the effectiveness of the
proposed system level co-design with spike-based information
representation. Table I compares this work with other works.

V. CONCLUSION

This paper proposes an event-driven compressive ECG
recording and neuromorphic processing system for cardiac
arrhythmia detection that reduces the number of sampled data
points by 88.64% compared with Nyquist sampling in the
MIT-BIH dataset and accomplishes 93.59% arrhythmia detec-
tion accuracy. The presented system provides low power and
high detection accuracy by designing the system architecture
where spike-based information flows from recording to pro-
cessing modules. The reduction of sampled data points results
from an event-driven 5-bit LC-ADC that utilizes the sparsity
of the ECG signal to achieve compressive recording and saves
ADC energy during the silent ECG signal period. Additionally,
the spike output of the LC-ADC can be inherently applied
to the proposed SCNN, resulting in a detection accuracy
comparable to that of CNN while requiring significantly
less computation complexity. Overall, the simulation results
demonstrate the LC-ADC’s compression ability and system-
level power reduction by co-design with SCNN.
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