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Abstract— Telemanipulation has become a promising technol-
ogy that combines human intelligence with robotic capabilities
to perform tasks remotely. However, it faces several challenges
such as insufficient transparency, low immersion, and limited
feedback to the human operator. Moreover, the high cost of
haptic interfaces is a major limitation for the application of
telemanipulation in various fields, including elder care, where
our research is focused. To address these challenges, this
paper proposes the usage of nonlinear model predictive control
for telemanipulation using low-cost virtual reality controllers,
including multiple control goals in the objective function. The
framework utilizes models for human input prediction and task-
related models of the robot and the environment. The proposed
framework is validated on an UR5e robot arm in the scenario
of handling liquid without spilling. Further extensions of the
framework such as pouring assistance and collision avoidance
can easily be included.

I. INTRODUCTION

Telemanipulation is an emerging field that aims to com-
bine the skills of human operators with robotic systems to
perform tasks in a variety of fields [1]. These fields include
elder care, handling hazardous materials, and space explo-
ration. In particular, telemanipulation has the potential to
overcome a number of challenges, including inaccessibility
in hazardous environments, lack of human resources, and the
need for precision in certain applications.

However, the success of telemanipulation is hindered by
several challenges [2]. The two main challenges are the
communication delays and the high cost of haptic interfaces
of the state-of-the-art applications. The reasons of such
communication delays and dropouts are network latency,
packet loss, or hardware failure, which can result in unpre-
dictable and unstable behavior of the remote robot. Haptic
interfaces are essential in order to provide feedback to the
operator to enhance the intuition of the control [3], [4].
Since, such haptic interfaces are costly, the application of
telemanipulation in various fields are limited due to this cost
factor.

To address these challenges, this paper proposes a novel
framework for telemanipulation using virtual reality (VR)
controllers and nonlinear model predictive control (NMPC).
The framework aims to provide efficient models for predict-
ing human inputs and enabling the efficient execution of the

*This work is partly supported by the Federal Ministry of Education
and Research, in the START-interaktiv research initiative with the project
number 16SV8801.

1Max Grobbel is with FZI - Forschungszentrum Informatik, 76131
Karlsruhe, Germany grobbel@fzi.de
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remote tasks even in the presence of communication issues.
The use of VR controllers provides a low-cost alternative to
traditional haptic interfaces while maintaining the operator’s
intuitive control of the remote robot. Additionally, the NMPC
algorithm improves the overall stability and accuracy of the
telemanipulation system.

The proposed framework is validated on an UR5e robot
arm with a glass of water connected to the end effector. The
framework provides an anti-slosh assistance for the handling
of liquid containers, which is a challenging use case due to
the sloshing dynamics of the liquid.

The remainder of this paper is structured as follows: In
section II we give an overview of related literature. The
description of utilized system models is given in section
III. Our proposed Assistive Telemanipulation Framework is
presented in section IV. In section V we show the realization
of the framework on a real UR5e robot.

II. RELATED WORK

In the following, we give a brief overview of related
research in the fields of bilateral telemanipulation, model
predictive control in the context of robotics and anti slosh
control.

A. Bilateral Telemanipulation

Literature in the field of telemanipulation mainly focuses
on setups with haptic input devices, also known as bilateral
telemanipulation [2], where the human operator also receives
haptic feedback and becomes part of the control loop. The
goal of those approaches is to support the human with a
transparent telemanipulation system [3], [4] and high immer-
sion [5], [6] utilizing the haptic feedback. A disadvantage of
bilateral telemanipulation is the high cost of the input devices
(e.g. [7]).

B. Robotics and Model Predictive Control

Model predictive control (MPC) utilizes model knowledge
and an objective function to calculate optimal trajectories
that satisfy the system dynamics. One challenge with MPC
is the real-time capability. With increasing calculation power
of modern processors and efficient solvers for optimization
problems, MPCs are applied more and more in robotic ap-
plications, e.g. in [8] frequencies of 1kHz are accomplished.
Their robot model is given in joint space, such that the
inverse kinematics are solved inherently by the optimization.
In telemanipulation robotics, MPCs can be utilized for colli-
sion avoidance, though they often are combined with haptic
input devices [9]. In [10] the implementation of a MPC for
collision avoidance on a telemanipulated UR5e is presented.
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Fig. 1. Planar robot arm with three rotational joints qi and a glass of water
with the coordinate frame {4} connected to the end effector.

To deal with the high calculation times of online optimization
problems, approximate MPCs based on Neural Networks are
suggested in [11].

C. Anti Slosh Control

When transporting liquids in an open container, the slosh-
ing dynamics of the liquid have to be considered. In [12],
the modelling of the liquid either as a pendulum or as
a mass, damper spring system is compared in different
scenarios. The examination of liquid in a hemispherical
container with effective anti slosh control is presented in
[13]. Their algorithm is based on a model of the liquid as
a pendulum. The control architecture in [14] is also based
on the modelling as a pendulum and implements input filter
to generate slosh free movements in telemanipulation. It is
worth mentioning that this work does not rely on haptic input
devices, but uses motion detection with cameras as human
input interface. Based on the pendulum model, [15] and [16]
generate optimal trajectories which are used as references
for the robot controller. The work of [17] is not based on
a liquid model directly, but they enforce trajectories of the
telemanipulated robot arm, such that the container does not
experience any lateral acceleration.

So far, no telemanipulation framework based on MPC for
anti slosh control with VR controllers as input devices has
been proposed in literature.

III. MODELS FOR ASSISTIVE TELEMANIPULATION
FRAMEWORK

The assistive telemanipulation framework is based on two
underlying system models, namely the model of the robot
arm and the model of liquid in a container, which are derived
in this section.

A. Model of Robot

A generic robot arm with nq rotational joints can be
described through the states [qT , q̇T ]T , where q ∈ Rnq

denotes all joint angles and q̇ ∈ Rnq the joint angular
velocities. The relation of the position and orientation of
the end effector in global cartesian coordinates x and the

robot joints q is given through the forward kinematics FK :
Rnq → R7,q 7→ x. x consists of the cartesian coordinates
of the end effector r and the rotation described as an union
quaternion.

The dynamics of a robot are described through the set of
second order differential equations of the form [18]

M(q)q̈+ b(q, q̇) = τ, (1)

where τ contains the applied torques and q̈ the accelera-
tion in all joints, whereas M(q) denotes the inertia tensor
and b(q, q̇) all further relevant terms (dissipation, Coriolis
effects, gravity).

Like [11] and [8], we assume the existence of low-level
controllers such that the joint accelerations serve as control
inputs u = q̈,u ∈ Rnq of the considered system. With this
assumption, the equations of motion (1) are reduced to the
linear dynamic system

d

dt

[
q
q̇

]
= A

[
q
q̇

]
+Bu (2)

with

A =

[
0 I
0 0

]
and B =

[
0
I

]
,

where I ∈ Rnq×nq denotes the identity matrix and 0 ∈
Rnq×nq .

For the evaluation, an UR5e robot with 6 degrees
of freedom is utilized. Similar to [8], only the joints
{q1, q2, q3} ⊂ {q0, q1, q2, q3, q4, q5} are actuated, thus only
pure planar movement is considered in this work as shown
in Fig. 1. The angles q1, q2 and q3 are depicted in positive
orientation. The coordinate frames {1}, {2} and {3} are
connected to the robot links with length L1, L2 and L3,
respectively. A glass {4} with water is connected to the end
effector. The world frame {0} has the same origin as frame
{1}.

With nq = 3 the system, states reduce to [qT , q̇T ]T =
[q1, q2, q3, q̇1, q̇2, q̇3]

T . With the lengths L1, L2 and L3 of
the robot links, the forward kinematics for this planar con-
figuration FK,2D : R3 → R3,q 7→ [xc, zc, θc]

T are described
by [18, p.137]

xc = L1 cos q1 + L2 cos(q1 + q2) (3a)
+ L3 cos(q1 + q2 + q3),

zc = −(L1 sin(q1) + L2 sin(q1 + q2) (3b)
+ L3 sin(q1 + q2 + q3)),

θc = q1 + q2 + q3. (3c)

B. Model of Liquid in Open Container

The transportation of liquids in open containers is dis-
cussed in [13], which is adapted for our framework. Under
the assumption, that the surface of the liquid stays flat during
movements, it can be modeled as an oscillating pendulum
with a moving base [13]. The revolution point A of the
pendulum lies on the intersection of the surface of the liquid
and the middle line of the container and the deflection β is
measured relative to the ez axis of the glass {4} (Fig. 2).



A

Fig. 2. The liquid in a container is modelled as a pendulum.

The surface is always perpendicular to the pendulum rod.
Further, it is assumed that the intersection of the container
is circular with a constant diameter.

The equation of movement of the pendulum is derived
using the Lagrange Formalism. The position of the pendulum
mass in the global coordinate frame {0} is determined by

xm = xc + h sin(θ)− l sin(θ + β) (4a)
zm = zc + h cos(θ)− l cos(θ + β) (4b)

with the filling level h of the liquid and the virtual pendulum
length l. The pendulum length is a function of the viscosity
of the liquid, diameter of the container and gravitation g and
can be determined by measuring the natural frequency of the
liquid ω and the relation (see e.g. [14])

ω =

√
g

l
. (5)

Assuming that the movement of the container is enforced by
the robot, the pendulum angle β remains the only degree
of freedom of the liquid subsystem. Thus, it is used as
the generalized coordinate for the Lagrange Formalism.
Introducing the Rayleigh dissipation function [13]

R =
1

2
dβ̇2 (6)

with the damping coefficient d, the dynamics of the planar
pendulum in the container of the end effector is expressed as:

β̈ = fβ(β, β̇, ẍc, z̈c, θc, θ̇c, θ̈c)

=
1

l

(
−(l − h cos(β))θ̈c + h sin(β)θ̇2c

+ cos(θc + β)ẍc − sin(θc + β)(g + z̈c)−
d

ml
β̇

)
,

(7)

where the function fβ describes the dependence of the
pendulum’s angular acceleration on the containers position,

Fig. 3. Mapping of user input to desired end effector position. A movement
to the right an downwards of the VR controller moves the desired position
of the end effector in positive ex and negative ez direction.

velocity, and the acceleration. The dynamics of the liquid
can thus be described through the nonlinear system

d

dt

[
β

β̇

]
=

[
β̇

fβ(β, β̇, ẍc, z̈c, θc, θ̇c, θ̈c)

]
. (8)

The parameters d and m of the model depend on the prop-
erties of the liquid and the container and can be identified
through experiments.

As long as the mass does not experience lateral accelera-
tion in the local coordinate frame, the pendulum remains in
the fixed point β = 0, see e.g. [17] for this assumption.

IV. ASSISTIVE TELEMANIPULATION FRAMEWORK
BASED ON MPC

In this section, our assistive telemanipulation framework
is introduced. The goal of the human operator is to move
the liquid container without spilling it. For our Assistive
Telemanipulation Framework, we define the two objectives

• O1: tracking the given input and
• O2: stabilizing the liquid.
The proposed framework consists of three components:

1) the two models from section III, 2) the user interface
with input mapping and human movement prediction, and
3) a MPC that combines the two aforementioned goals of
the controller into a single objective function.

A. User Interface: Input Mapping and Human Movement
Prediction

The user interface for controlling the UR5e robot arm’s
end effector position is implemented using a Touch controller
for the Meta Quest 2 [19]. The operator can switch between
an active and inactive mode using a button on the controller.
In inactive mode, the desired position of the end effector



is constantly set to the current position. When the mode
switches to active, the current position of the end effector
and the controller are saved as reference points. Relative
movements of the controller are used as relative displace-
ments of the desired end effector position, as shown in Fig.
3. Controller movements to the right and left are mapped to
the ex axis, and movements up and down are mapped to the
ez axis, which is called position-position control [20].

To implement a MPC, predicting the human input over the
prediction horizon hp is necessary. As suggested in [21], the
challenges of predicting human input due to the complexity
and uncertainty of human behavior, can be overcame by the
use of a simple prediction model. It has been shown that
the proposed simple prediction model can reach sufficiently
good results. In our MPC, the future reference positions are
predicted assuming constant velocities.

B. MPC for Assistive Telemanipulation

The system states from the previously derived state space
models (2) and (8) can be combined to

ξ̇ =
d

dt


q
q̇
β

β̇

 = fξ(ξ,u) (9)

with dimension nξ = 8. Note, that the first 6 states are given
in the joint space and the dynamics of the slosh angle β are
stated in the task space, thus the forward kinematics (3) and
its derivatives with respect to time are required.

System (9) is discretized in time with the sampling period
∆t using Euler Forward, which is sufficient for this use case
if the sampling period is sufficiently small. Assuming zero-
order hold on the input u, the discretized system results in

ξk+1 = ξk + fξ,k ·∆t. (10)

For the control task O1, we define the following tracking
error function

e =

xc

zc
θc

−

xc

zc
θc


ref

. (11)

Since the system dynamics of the robot (1) only contain the
joint angles and the tracking error is described in the task
space, the forward kinematics (3) are implicitly used.

The two control objectives O1 and O2 can now be
combined into the discrete finite horizon objective function

J =

N−1∑
k=0

||ek+1||2Q1
+ ||βk+1||2Q2

+ ||uk||2R (12)

with no stage cost of e and β at k = 0 and uk at k = N .
Q1 = diag(Q1,1, Q1,2, Q1,3) is a diagonal matrix containing
the weights for the tracking error in xc, zc and θc. The
sloshing angle β is weighted with Q2 and stabilizing weights
R = diag(R1, R2, R3) are added to prevent high accelera-
tions on the joints, especially if the robot configuration is
close to singularities.

Including system constraints and input constraints as well
as starting states ξ0, we obtain the nonlinear optimization
problem

min
ξ1→N ,u0→N−1

J(ξ1→N ,u0→N−1)

s.t.
ξk+1 = ξk + fξ,k ·∆t

qmin ≤ qk ≤ qmax ∀k ∈ [1, N ]

q̇min ≤ q̇k ≤ q̇max ∀k ∈ [1, N ]

umin ≤ uk ≤ umax ∀k ∈ [0, N − 1]

ξk=0 = ξ0.

The inequality constraints on qk for the robot joints are
set according to the robot manual. Constraints on the joint
velocities q̇k and acceleration uk can be utilized to ensure
slower robot movements for safety reasons. Note that through
the usage of the forward kinematics, no inverse kinematics
need to be solved after planning trajectories in the task space (
[8], [10]). The optimization is solved with multiple shooting,
thus the optimization variables include the input u as well
as the system states ξ.

In Fig. 4 the overall control architecture is depicted. The
states β and β̇ are not observable in the current setup and
thus controlled in open loop.

With the assumption, that the underlying tracking con-
troller runs at a high frequency with good tracking perfor-
mance and assumption, that the solution trajectories coming
from the optimization satisfy the system dynamics, also the
measurable states q and q̇ are only fed back if the difference
between predicted and measured states exceeds the threshold
∆max to increase stability [22, chap. 3].

C. Setup of the Assistive Telemanipulation Framework

The two control objectives O1 and O2 are inherently
contradictory, and therefore, the weights of the objective
function need to be chosen such that a suitable compromise
is achieved. The selection of the objective function weights
is crucial and has a significant impact on the overall perfor-
mance.

With our Assistive Telemanipulation Framework, the op-
erator can either use the remote robot with pure tracking
behavior by prioritizing O1, or receive high support with
stabilizing a liquid through a high prioritization of O2.

In this regard, multiobjective optimization can be a useful
tool for identifying optimal weights. However, incorporating
human factors in the optimization process can be chal-
lenging, and the trade-off between performance and user
satisfaction must be carefully considered.

V. REALIZATION AND EVALUATION OF ASSISTIVE
TELEMANIPULATION FRAMEWORK

This section presents the real-world realization of the
framework and the illustrative evaluation with a human
operator.
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Fig. 4. Overview of the control architecture.

A. Technical Setup of the System
The implementation of the proposed method was carried

out using ROS2 with version Foxy [23]. For solving the
optimization problem, the framework CasADi [24] with the
solver ipopt was used and ran with an update rate of 30Hz.
The framework was executed on a host PC with an Intel
i7 8700 processor. The ROS2 control trajectory tracking
controller was used to control the motion of the UE5e
robot. The lengths L1 = 0.425m, L2 = 0.3922m and
L3 = 0.1m were taken from the UR5e manual. The liquid
model parameters, including the pendulum lengths l = 0.02,
mass m = 1, damping coefficient d = 0.005 and pendulum
height h = 0.08, were roughly identified through video
analysis of the glass with water (also compare [14] and [25]).

B. Experiment and Results
We conducted an experiment with two parametrizations

P1 and P2 (Tab. I) of the objective function (12) to validate
our Assistive Telemanipulation Framework and investigate
the influence of the contrary control objectives O1 and O2.
To ensure comparability, we used the same starting position
and recorded one human input with a length of 10 seconds,
that was used with both parameter sets.

TABLE I
WEIGHTS OF THE OBJECTIVE FUNCTION FOR TESTING THE TWO

DIFFERENT CONTROL OBJECTIVES.

P1: high tracking P2: anti slosh
Q1,1 500 100
Q1,2 500 100
Q1,3 100 1
Q2 0.1 1000
R1 0.01 0.01
R2 0.01 0.01
R3 0.01 0.01

Our qualitative results showed that the Assistive Telema-
nipulation Framework achieved a high tracking rate with
sloshing motion when using P1, while P2 resulted in no
sloshing but a higher delay. The quantitative results confirm
this observation, as the high tracking rate almost perfectly
follows the given input for P1, although some deviation is
induced through the velocity constraints in the MPC as can
be seen in Fig. 5. The data of P2 shows a higher delay and
a deviation in θ can be observed as the controller stabilizes
the liquid.
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Fig. 5. Plots of the two parametrizations P1 and P2. Depicted are the
reference and the actual trajectories in the task space as well as the calculated
slosh angle β.

We also plotted the calculated sloshing angle β in the same
figure 5 to visualize the sloshing motion and the effectiveness
of the Assistive Telemanipulation Framework to support the
operator with stabilizing the liquid. With P2, basically no
amplitude of the sloshing motion is achieved, whereas P1

induces high sloshing dynamics.
In addition to the results, we also measured the calculation

time of the MPC algorithm over time which can be seen in
Fig. 6. The sample rate is sufficient with a mean around
tmean = 21ms for real-time application of the Assistive
Telemanipulation Framework. Regarding [24], the calcula-
tion time can be further reduced by a factor of 10.



Overall, our experiment demonstrates the trade-offs be-
tween the contrary control objectives O1 and O2 and the
effective support of the human operator while stabilizing the
liquid through our Assistive Telemanipulation Framework.
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Fig. 6. Execution times of the two parametrizations P1 and P2.

VI. CONCLUSION

In this paper, a novel framework for telemanipulation
is proposed using non-linear model predictive control and
a virtual reality input device. Our framework addresses
challenges such as insufficient transparency, low immersion,
and limited feedback to the human operator. Furthermore, we
provide a model for human input prediction and a model for
slosh dynamics control with a liquid container, increasing the
accuracy of remote tasks. The experiments are conducted on
an UR5e robot arm with a glass of water connected to the
end effector. The results indicated the effectiveness of the
proposed framework in controlling the remote robot. The
combination of non-linear model predictive control and a
virtual reality input device provided a more intuitive and
efficient interface for the operator to control the remote robot.

In future research, we plan to extend the framework to
three-dimensional environments and investigate additional
assistance features such as collision avoidance and pouring
assistance.
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