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Abstract

This paper proposes a novel integrated approach for the identification and control of Hammerstein

systems to achieve desired heart rate profile tracking performance for an automated treadmill system.

For the identification of Hammerstein systems, the pseudo-random binary sequence input is employed to

decouple the identification of dynamic linear part from input nonlinearity. The powerfulε-insensitivity

Support Vector Regression is adopted to obtain sparse representations of the inverse of static nonlinearity

in order to obtain an approximate linear model of the Hammerstein system. AnH∞ controller is

designed for the approximated linear model to achieve robust tracking performance. This new approach

is successfully applied to the design of a computer-controlled treadmill system for the regulation of heart

rate during treadmill exercise. Minimizing deviations of heart rate from a preset profile is achieved by

controlling the speed of the treadmill. Both conventional Proportional-Integral-Derivative (PID) control

and the proposed approaches have been employed for the controller design. The proposed algorithm

achieves much better heart rate tracking performance.

Index Terms

Heart rate control, Hammerstein model identification,H∞ control, Support Vector Regression,

robust control.
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A UTOMATED exercise testing systems have become increasingly important in sport train-

ing, medical diagnosis, rehabilitation and analysis of cardio respiratory kinetics [1] [2]

[3]. These systems can fully implement programmed exercise and training protocols to achieve

desired exercising and testing results. The major aim of this study is to develop a computer

controlled treadmill system, which can control the heart rate of the subject according to a preset

heart rate profile. Some commercial treadmills are already available which offer heart rate control.

However, these normally use very simple control strategies, their control performance is poor

and they have no mechanism for setting a desired heart rate profile. In this study we design a

treadmill exercise system which can automatically control the treadmill speed to accurately track

a desired preset heart rate profile.

PID control is the most popular control algorithms in industry due to its simplicity in structure

and ease of tuning. However, this study shows the acceptable heart rate tracking performance

cannot be achieved by PID controller because of highly nonlinear behaviour of the controlled

system. To achieve better tracking performance a new model based robust control strategy is

developed, which successfully compensates the nonlinearity by using a Hammerstein model.

Fig. 1. A Hammerstein system.

The Hammerstein model can be described as a static nonlinear block (input nonlinearity)

followed by a dynamic linear system (see Figure 1). Hammerstein models may account for

nonlinear effects encountered not only in industrial processes [4] [5], but also in physiological

processes [6] [7]. For example, electrically stimulated muscle [8], the upper limb [6], the muscle
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force [9], and the skeletal joints movements [10] can be effectively modelled by a nonlinear

static element cascaded by a linear dynamic element.

To obtain the desired heart rate tracking result, this paper presents an integrated modelling and

control approach based on Hammerstein models. This approach includes two integrated parts:

the identification of Hammerstein model and model based robust control.

The identification of Hammerstein model is a very active research topic [11] [12] [13]. As

suggested by Bai [14], there are mainly four kinds of approaches: 1) overparameterization method

(two-stage procedures) [12] [15] [16]; 2) stochastic method (gray box procedure) [11] [17] [18];

3) iterative method [13] [19]; 4) separable least squares method [20]. As discussed in [14],

these approaches all have their own advantages and disadvantages. Recently, Goethals et al. [12]

presented a novel overparametrization (two-stage procedures [21]) identification approach for

Hammerstein systems. The most distinguishing part of that approach is the utility of a powerful

machine learning method, Least Square Support Vector Machine (LSSVM) [22]. This novel

machine learning method sets that paper apart from existing papers.

Support Vector Machine based regression [23] (Support Vector Regression (SVR)) is a new

technique, which has been successfully applied to nonlinear function estimation [12] [22] [24].

Vapnik et al. established and developed the foundation of SVM [25] [26]. The formulation of

SVM embodies the structure of the risk minimization principle, which has been shown to be

superior to other traditional empirical risk minimization principles [27]. Support Vector Machine

based regression applies the kernel methods implicitly to transform data into a feature space

(this is known as a kernel trick [28]), and uses linear regression to get a non-linear function

approximation in the feature space. SVR is very efficient in terms of speed and complexity, and

successfully solves the over-fitting problem [29] by introducing regularization techniques.

This paper applies the SVM approach combined with thestochastic method [11] to identify

physiological processes. There are at least two aspects which are different with respect to paper

[12].

Firstly, the stochastic method [16] is employed in preference to the over parameterization

method [11]. As discussed in [11] and [30], the error of the identification of Hammerstein model

is not only from linear and nonlinear parts themselves but also from the coupling between them.

The pseudo-random binary sequences (PRBS) are applied to decouple the identification of the

two parts as suggested in [11].
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Another main difference is the usage ofε-insensitivity SVM [31] [32] instead of LS-SVM [22]

[33] [34]. Both LS-SVM andε-insensitivity SVM have the merits of SVM approaches. However,

the loss function used byε-insensitivity SVM, only penalizes errors greater than a thresholdε

(See equation (3)). This leads to a sparse representation of the decision rule giving significant

algorithmic and representation advantages [31]. On the other hand, the ridge regression (ε = 0)

used by LS-SVM typically often causes the loss of sparseness representation.

Most existing control methods for Hammerstein systems are based on direct inversion of the

static nonlinearity combined with existing linear control approaches [5] [35] . These methods

consider control and identification separately. They identify the Hammerstein model first and then

invert the static nonlinearity part to obtain an approximated linear model. There are mainly two

disadvantages of these approaches. Firstly, if the identified nonlinearityf̂(·) has input multiplicity

then the inversion is unachievable. Secondly, even when the inversion exists uniquely it is often

hard to achieve an explicit analytic expression.

Based onε-insensitivity SVR, theinverseof the static nonlinearity rather than the nonlinearity

is identified directly. Then, theH∞ control is designed for the approximated linear model to

achieve robust tracking performance [36]. It should be noted the inverse of the static nonlinearity

cannot be achieved directly by using the method proposed in [12].

In recent years,H∞ control has proved to be a very efficient tool for robust control design

[37] [38] [39] [40]. H∞ control techniques have already been successfully applied in some

biomedical problems (e.g. in automatic insulin injection for blood glucose regulation in diabetic

patients [41].)

The proposed identification andH∞ based control approach was applied for the automated

heart rate regulation system design, and excellent tracking results are achieved. This is also the

first report of an SVM application in the area of cardiovascular system identification and control

practice.

The paper is organized as follows. The details of SVM based identification and control

approach are given in Section II. Section III presents the application of the proposed approach

for the regulation of heart rate of treadmill exerciser.
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II. SVM BASED IDENTIFICATION AND CONTROL APPROACH

In this paper, we use a Hammerstein model to dynamically describe the relationship between

walking speed and heart rate variation. We do this for the following reasons. The steady state

relationship between walking speed and work load is nonlinear. The dynamic linearity between

work load (in the range from 50 to 125 Watt) and heart rate variation was established by, for

example, Hajek et al. [42]. It is therefore reasonable to use a nonlinear static element cascaded by

a linear dynamic element to approximately describe the relationship during moderate treadmill

exercises.

In this study, as assumed in most gray box procedure (or stochastic method) [11], the steady-

state gain of the linear dynamic model is constrained to be unity, and the steady-state characteris-

tic of the overall model is determined by the static nonlinearity. As mentioned in the introduction,

the linear dynamic identification of Hammerstein models can be decoupled from that of nonlinear

parts by using pseudo-random binary sequences [11]. However, the PRBS inputs often cannot

excite the nonlinearity sufficiently. To identify the nonlinear part or its inverse, steady state

experiments should be performed. In this section the identification of the inverse of nonlinear

part is introduced first.

A. Modelling the inverse of the nonlinear function by using SVR

Fig. 2. The precompensated Hammerstein system.

To transfer a Hammerstein system to a linear system, a pre-compensator as shown in Fig. 2

can be applied as in [35].

For the identification of the inverse of nonlinearity, the so calledε-insensitivity SVR regression

will be employed, which is convex and very efficient in terms of speed and complexity.

Now we briefly introduce the SVR approach [43].
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Let {ui, yi}N
i=1 be a set of inputs and outputs data points (ui ∈ U ⊆ Rd, yi ∈ Y ⊆ R, N

is the number of points). The goal of the support vector regression is to find a functionf(u)

which has the following form

f(u) = w · φ(u) + b, (1)

whereφ(u) represents the high-dimensional feature spaces which are nonlinearly transformed

from u. The coefficientsw and b are estimated by minimizing the regularized risk function:

1

2
‖w‖2 + C

1

N

N∑
i=1

Lε(yi, f(ui)). (2)

The first term is called the regularized term. The second term is the empirical error measured

by ε-insensitivity loss function which is defined as:

Lε(yi, f(ui)) =




|yi − f(ui)| − ε, |yi − f(ui)| > ε

0, |yi − f(ui)| ≤ ε
(3)

This defines anε tube. The radiusε of the tube and the regularization constantC are both

determined by user.

The selection of parameterC depends on application knowledge of the domain. Theoretically,

a small value ofC will under-fit the training data because the weight placed on the training data

is too small, thus resulting in large values of MSE (mean square error) on the test sets. However,

whenC is too large, SVR will over-fit the training set so that1
2
‖ω‖ will lose its meaning and

the objective goes back to minimizing the empirical risk only. Parameterε controls the width of

the ε-insensitive zone. Generally, the larger theε the fewer number of support vectors and thus

the sparser the representation of the solution. However, if theε is too large, it can deteriorate

the accuracy on the training data.

By solving the above constrained optimization problem, we have

f(u) =
N∑

i=1

βiφ(ui) · φ(u) + b. (4)

As mentioned before, by the use of kernels, all necessary computations can be performed directly

in the input space, without having to compute the mapφ(u) explicitly. After introducing kernel

function k(ui, uj), the above equation can be rewritten as follows.

f(u) =
N∑

i=1

βik(ui, u) + b. (5)
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Where the coefficientsβi corresponding to each(ui, yi). The support vectors are the input vectors

uj whose corresponding coefficientsβj 6= 0.

For linear support regression, the kernel function is thus the inner product in the input space:

f(u) =
N∑

i=1

βi < ui, u > +b. (6)

For nonlinear SVR, there are a number of kernel functions which have been found to provide

good generalization capabilities, such as polynomials, radial basis function (RBF), sigmod. Here

we give the polynomials and RBF kernel functions as follows:

RBF kernel:k(u, u′) = exp(−‖u−u′‖2
2σ2 ),

Polynomial kernel:k(u, u′) = ((u · u′) + h)p.

Details about SVR, such as the selection of radiusε of the tube, kernel function, and the

regularization constantC, can be found in [28] [43].

It should be emphasized that, as we need to model theinverse of the nonlinear functionf

(see Fig. 2), the measured steady state outputy (heart rate) will be used as theinput data, and

the inputũ (treadmill speed) as theoutput data.

B. Identification of linear dynamic part

In [11], Bai showed that the identification of linear part of a Hammerstein model can be

decoupled from nonlinear part with the help of the PRBS input. The reason is that any static

nonlinearity can be exactly characterized by a linear function, when driven by PRBS inputs

which have a binary nature.

When a PRBS input is employed for the identification of the Hammerstein system, as shown

in equation (2.3) of [11], the identification of a Hammerstein model can be simplified as a linear

identification problem. Any linear identification approach can be applied. Here, the parametric

approach as suggested in [11] is adopted.
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C. H∞ based tracking controller design

Fig. 3. A mixed sensitivity H∞ control problem.

After the pre-compensator is employed, the Hammerstein system can be treated as a linear

dynamic system. However, this approximated linear system often has modelling errors. In this

study, the input disturbances and additive model uncertainty are considered as modelling errors.

In order to achieve desired tracking performance under input disturbance and additive model

uncertainty, anH∞ controller is employed for the pre-compensated Hammerstein system. This

controller design problem can be formulated as a mixed sensitivity problem [36] [37] [44] [45]

[46] as shown in Fig. 3.P is the process to be controlled, andK is the robust controller.wd is

the exogenous input (disturbance or reference input).Z1 andZ2 are the controlled variables.WZ1

andWZ2 are the complementary sensitivity weighting function and sensitivity weighting function

respectively. The formulated mixed sensitivity problem is the design of the robust controllerK to

ensure that the weighted sensitivity function and complementary sensitivity function are bounded

so that both robust performance and the desired stability margin can be obtained [37] [47] [48].

General guidelines for weighting function selection can be found in, for example [49] [44].

In order to obtain offset free tracking, a commonly used method is to include an integrator

in the sensitivity weighting functionWZ2. If model uncertainty∆(jω) is known, we normally

need to select the complementary sensitivity weighting functionWZ1 such that|WZ1(jω)| >

σ̄(∆(jω)) for all ω to obtain robust stability. However, deriving the model uncertainty∆(jω)

is very challenging especially for nonlinear systems. In this study, we firstly selectWZ1 such

that |WZ1(jω)| is big enough to ensure robust stability. Then, gradually decrease|WZ1(jω)| to

diminish the conservativeness.
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III. H EART RATE REGULATION APPLICATION

The major aim of this section is to apply the proposed identification and control approach to

develop a computer controlled treadmill system, which can automatically control the treadmill

speed to accurately track a desired preset heart rate profile.

A. Experimental equipment

The computer controlled treadmill and its related data collection and processing system are

shown in Fig. 4 and 5.

Fig. 4. The computer controlled treadmill system.

Fig. 5. Block diagram for computer controlled treadmill system.

The treadmill used in the system is the Powerjog ”G” Series fully motorized medical grade

treadmill manufactured by Sport Engineering Limited, England. Control of the treadmill can be

achieved through an RS232 serial port. The treadmill can receive commands from the computer

controller via this link, and obeys such commands without supervision. The measurement of

heart rate in the designed system is implemented using a wireless Polar system. However, even

in the absence of external interference the heart rate can vary substantially over time under the

influence of various internal or external factors. Therefore, an improved exponential weighted
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moving average filter together with a simple outlier detection algorithm [3] [50] [51] is adopted

for the estimation of the heart rate. Specifically, the control computer collects heart rate signal

from a Polar receiver through an analog input port every2 seconds, and calculates heart rate

by using an edge detection algorithm. Only measured heart rate within a reasonable range (for

example, between50 and150 beats per minute) was counted in the measured sequence in order

to remove outliers.

Assume{xk} is the sequence of the measured heart rate. We apply the exponentially weighted

moving average filter to the sequence{xk}:

x̄k = αx̄k−1 + (1− α)xk−1.

whereα is the filter coefficient. In this study, the value ofα was selected as 0.35, to achieve

optimal filtering effects.

B. Nonlinearity modelling by using Support Vector Regression

In order to identify the nonlinear relationship, steady state experiments are performed and

recorded. Six young healthy male subjects volunteered to participate in the study. Their physical

characteristics are presented in Table I.

TABLE I. Subject characteristics (N=6).

All experiments were conducted in the afternoon, and the subjects were permitted to have

a light meal one hour before experiments. Initially, the subjects were asked to walk for about

10 minutes on the treadmill to familiarize themselves with the experiment. The subjects were

then requested to walk at five levels of different speeds (3 km/h, 4 km/h, 5 km/h, 6 km/h and

a subject specific maximum walking speed, typically 7km/hour). Each level took a total period

of 5 minutes, and was followed by a 10-minute resting period. Finally, in order to identify the
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linear dynamic part of the Hammerstein system, subjects were also requested to walk on the

treadmill under a PRBS input as shown in Fig. 6. The detailed descriptions of this PRBS signal

is given in Subsection III.C. Throughout the experiments heart rates were recorded.

In this paper, both linear andε-insensitivity SVR regression methods are applied to model the

inverse of the nonlinear function (f ). We randomly select 22 data points (73 % of the total data

points) to train the model, and 8 data points (27 % of total data points) to test the regression

results. Comparing SVR regression with linear regression, the former obtains the better results.

SVR regression decreases the training error (Mean Square Error) from 0.294(km/h)2 to 0.259

(km/h)2, while testing error decreases from 0.382(km/h)2 to 0.265(km/h)2. This partially

proves the steady state relationship between walking speed and heart rate is nonlinear. After such

comparisons, we utilize all experimental data to perform SVR regression in order to include as

much as experimental information in the model as possible. The detailed regression results,

such as the selected design parameters (including insensitivity regionε, kernel function, and the

regularization constantC) and the support vector number, are summarized in Table II and Fig. 7.

In Fig. 7, the continuous curve stands for the estimated input output steady state relationship. The

dotted lines indicate theε-insensitivity tube. The plus markers are the points of input and output

data. The circled plus markers are the support points. The quality of control (see Subsection

III.E) also demonstrates that this nonlinear SVR model is a good representation of the inverse of

the nonlinear function. It should be emphasized thatε-insensitive SVR just uses 5 points (16.7

% of the total points) to sparsely describe the nonlinear relationship efficiently.

TABLE. II. Details about the estimation of the inverse of the nonlinear function by SVR
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Fig. 6. Two periods of 31 bits PRBS inputs (treadmill speed) and its corresponding

outputs (averaged heart rate of six subjects).

C. Linear dynamic modelling

From a physiological analysis of cardiovascular systems [52], two transitory components are

known to contribute to the heart rate response: at the beginning of exercise the rapid component of

vagal inhibition and then a much slower acting complex of sympathetic effects. For the dynamic

modelling of heart rate variation during exercise, some complicated model structures [53] [42]

are proposed based on physiological analysis. However, from a control application point of view,

these models are too complicated and often lead to poor determinability of parameters and thus

poor control performance. Hajek et al. proposed a simpler version of the model presented in

[42] as follows:

Y (s) = [
K1Tis

(T1s + 1)(Tis + 1)

Kref

Tis + 1
]


 U1(s)

U2(s)


 . (7)

In equation (7),Y (s) is the Laplace form of the heart rate variationy(t), and inputu2(t)

(U2(s) is its Laplace form) is the workload. Workload is the amount of power being demanded

of an exercising subject, manifesting itself to the subject as exercise intensity. Inputu1(t) (U1(s)

is its Laplace form) is constant1 when u2(t) > 0, zero whenu2(t) = 0. As input u1(t) is

dependent onu2(t), it is therefore not an independent input. Furthermore, the fast component

(which is associated withu1(t) ) cannot be observed distinctly in our experimental data. Thus,

the effects ofu1(t) is neglected but treated as model uncertainty in order to reduce design

complexity. Therefore, a first order model (with input disturbances) to model the heart variation

during exercise is a good choice from physiological analysis. Later, we will show this model

structure is also confirmed by two popular model selection criteria.

In this study, a PRBS [54] [55] input is employed to decouple the identification of linear

dynamic from nonlinearity of the Hammerstein system. A PRBS input (see Fig. 6) has two

levels (u(t) = u1 or u2) and may switch from one level to the other only at constant time

intervalsTs. A PRBS is periodic with periodT = TsN , where N is an integer. In this study,

u1 = 4km/h, u2 = 6km/h, N = 31, and Ts = 15s. An important issue for the PRBS based

experiment implementation is the synchronization of the input PRBS signal and the output

measurement. In this study, the triaxial accelerometers are mounted on the lower back of treadmill

September 19, 2006 DRAFT



13

exerciser to synchronize body movements with measured ECG signal, which ensures reliable

estimation of time delay (See Figure 8).

Fig. 7. Modelling of the inverse of the nonlinear function by usingε-insensitivity SVR.

Fig. 8. The triaxial accelerometer monitored two periods of 31 bits PRBS signal.

Based on experimental data (see Figure 6), the structure is determined by using the Matlab

Identification Toolbox. Two popular model selection criteria Akaike information criterion (AIC)

and minimum description length (MDL) were used to select the first order ARX (Auto Regressive

eXternal) model with time delay as the best model structure for linear dynamics. The identified

linear model is given as follows:

y(k) = 0.648y(k − 1) + 0.352u(k − 3) + e(k), (8)

with sampling periodTs = 15 seconds. Note the time delay contained in equation (8) includes the

delay of the response of human cardiovascular system as well as the lag time of the automated

treadmill system.

D. Robust tracking controller design

The identified model inevitably has modelling errors. In this study, the modelling errors are

considered in two forms: input disturbance and model uncertainty. To achieve robust tracking
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under input disturbances and model uncertainty, a mixed sensitivityH∞ controller [37] [45]

[46] is designed for the identified model. As the design of discrete time mixed sensitivity

H∞ controllers is not as mature as for continuous time systems, the design of the weighting

function of the mixed sensitivityH∞ problem is implemented by using its continuous counterpart.

Specifically, we convert the discrete time model, equation (8) (with sampling periodTs = 15

seconds) into a continuous time model by using the matched pole-zero method of [56]. The

weighting function in this study is recursively selected based on general guidelines of [49] [44].

In order to obtain offset free tracking, we select the sensitivity weighting function in the form

of WZ2 =
kz2

(s+α)
(with α sufficiently small). We select the complementary sensitivity weighting

function asWZ1 = s
kz1

to acquire desired stability margin as well as to satisfy rank condition

(full rank requirement of matrixD21 of the augmented process) of standardH∞ problem. After

several recursive design steps, we obtained the following set of parameters for the weighting

functions to obtain an augmented model for the weighted process:kz1 = 1000, kz2 = 0.018, and

α = 0.0001.

The augmented continuous model is then converted to its discrete time form. Finally, a mixed

sensitivityH∞ controller can be designed for this discrete time model:

K(z) =
0.3487− 0.6466z − 0.2899z2 + 0.6279z3

−0.3779 + 1.174z − 1.79z2 + z3
. (9)

E. Heart rate regulation results

Fig. 9. Typical step response comparison between proposed approach and conventional

PID control.
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Fig. 10.Step responses for all subjects.

The step responses of heart rate control by using PID and the proposed control approach are

compared in Fig. 9. The step responses for all subjects are shown in Fig. 10. It can be seen that

the proposed controller achieved much better performance than conventional PID control. The

main reason is the compensation of the system nonlinearity by using a Hammerstein model for

the heart rate. Specifically, the heart rate variation due to a change of walking speed from a slow

speed (for example, from 3 km/h to 3.5 km/h) is much smaller than that for the same alternation

from a fast speed (for example, from 6 km/h to 6.5 km/h). The proposed approach copes with

such difference by using the identified inverse of the nonlinear function (f ) as a precompensator

(see Fig. 2) tosystematically compensate for the nonlinearity, whereas linear controllers (such

as conventional PID controllers) cannot.

Finally, the proposed controller was used to track a preset desired heart rate profile. The

profile includes three stages: 5 minutes increasing (from resting heart rate to 110 beats/min), 15

minutes holding (110 beats/min), and 5 minutes decreasing (from 110 beats/min to normal.). This

is comparable to heart rate profiles recommended for optimal low level aerobic training at about

60% of maximum effort. Figures 11 and 12 below demonstrate that quite satisfactory tracking of

the desired heart rate profile was achieved. From the shape of treadmill speed shown in figures

11 and 12, it is also observed that the treadmill speed is decreased in a slightly different rate for

different subjects whilst the heart rate is maintained at around 110 bpm. These data suggest the

hypothesis that fit subjects will have a low rate of decrease of treadmill speed. This hypothesis

is being further tested in our laboratory, using the newly designed computer controlled treadmill.

Fig. 11.A typical heart rate tracking for an exercising heart rate profile.
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Fig. 12.Heart rate tracking results for all subjects.

IV. CONCLUSION

In this paper, an integrated modelling and control approach is developed for Hammerstein

systems as applied to the regulation of cardiovascular system response to exercise. Thestochastic

method is adopted to decouple the identification of linear and nonlinear parts. Powerfulε-

insensitivity Support Vector Regression is employed to identify the inverse of input nonlinearity

in order to transfer Hammerstein systems to linear systems. A robustH∞ tracking controller is

then designed for the converted Hammerstein system. The approach is successfully applied to a

heart rate regulation system for exercise on a motorized treadmill. This is the first report of an

SVM application in the cardiovascular system identification and control practice, and achieves

excellent results. It should be mentioned that because of the sparse representation [31] [57] of

the static nonlinearity obtained by usingε-insensitivity SVR, the implementation complexity is

greatly reduced. We believe that the ability to track a predetermined heart rate profile may be

useful in cardiac rehabilitation programs or for safer exercise for individuals at risk.
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Fig. 4. The computer controlled treadmill system
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Mean SD Range

Age (yr) 31.61 5.78 23-37

Height (cm) 176.41 5.48 169-184

Body mass (kg) 74.31 9.35 60-85

TABLE I

SUBJECT CHARACTERISTICS(N=6)

September 19, 2006 DRAFT



33

Kernel Parameter Regularization Constant C

RBF σ=20.2 5

ε-insensitivity Support vector number Mean Square Error

0.8 km/h 5 (16.7 % ) 0.26 (km/h)2

TABLE II

DETAILS ABOUT THE ESTIMATION OF THE INVERSE OF THE NONLINEAR FUNCTION BYSVR
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