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Abstract

This work considers communication over Gaussian intenfgzechannels with processing energy cost, which
explicitly takes into account the energy expended for pssitey when transmitters are on. In the presence of
processing energy cost, transmitting all the time as in th@ventional no-cost case is no longer optimal. For a
two-user Gaussian interference channel with processiagggrcost, assuming that the on-off states of transmitters
are not utilized for signaling, several transmission scbemith varying complexities are proposed and their sum-
rates are compared with an interference-free upper boumdedwer, the very strong interference regime, under
which interference does not incur any rate penalty, is ifledtand shown to be larger than the case of no processing
energy cost for certain scenarios of interest. Also, extersso a three-user cascade Gaussian Z interference dhanne
with processing energy cost are provided, where scheduolingser transmissions based on the channel set-up is

investigated.

Index Terms

processing energy, interference channel, bursty trassonis

I. INTRODUCTION

In wireless communications, it is often the case that a camable fraction of the total energy ex-
pended by a battery-limited terminal is for processingteslao communication. A simple model for this
“processing energy” is to assume that it is equal to a cohstaen the transmitter is on. The impact of
processing energy for communicating over an additive wigeissian noise (AWGN) channel was first
studied by Youssef-Massaad et al. [in [2] [3], where it wasashthat, under the assumption that turning
the transmitter on and off does not convey additional infation, Gaussian signaling while keeping the
transmitter on for only a fraction of the time is optimal. Wdlwall this strategy “bursty” transmission.
The authors also extended the analysis to an M-user mutigdess channel (MAC) [4] and showed that
time division multiple access outperforms other schemeteims of the sum rate. In|[5], for the relay
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Fig. 1. Two-user Gaussian interference channel.

channel, Kramer provided a framework for considering psst®y energy at the source and the relay by
modeling power consumed in the sleeping and talking stat@sdost function.

This paper extends the previous works by studying the imp&¢tansmitter processing energy cost
on interference channels. More specifically, we consider dvgtinct interference models with transmitter
processing energy cost. The first one is a standard two-usaessi&n interference channel (IC) [6], while
the second one is a three-user cascade Gaussian Z intedasieannel (CGZIC) |7]. The former, shown
in Fig. [, is an information theoretical building block tovestigate interference. We assume that the
transmitters are energy-limited while the receivers do mte any energy constraints. This could, for
example, happen in an up-link scenario in which the trartensitand the receivers are mobile users with
limited battery and base stations with stable power suppbpectively. By studying such a model, we
will show how bursty transmission schemes can be employexitigate the effect of interference in the
presence of processing energy cost. The latter model, showiy.[2 on the other hand, is an extension
of the two-user Gaussian Z interference channel (ZIC) tothinee-user case. With more than two users
in the network, the three-user CGZIC provides the simplestiehenabling us to assess the performance
advantages of bursty transmission when multiple intarfetisers need to be scheduled for transmission.

For the case of no processing energy cost, characterizafitine capacity region for the general IC
remains an open problem; however, the capacity region csuherate capacity for the two-user Gaussian
IC is known in special cases such as the strong interferé@]d8][ or the noisy interference [10], and the
sum-rate capacity for the three-user CGZIC is known in aeragimes|[7]. With processing energy cost,
the characterization of the capacity region or the sum agpbecomes more involved as each transmitter
may choose to be on for only a fraction of the time. Moreovaghetransmitter can potentially convey

additional information by modulating the on-off states @uwlissian inputs are no longer optimal [5]I[11].
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Fig. 2. Three-user cascade Gaussian Z interference channel

For tractability, as in[[3], in all the transmission schencessidered in this paper, we will assume the
on-off states of each transmitter is known beforehand and tiot utilized for signaling.

For the two-user Gaussian IC with processing energy costdis®iss several transmission schemes
with varying complexities. The sum-rate performances eséhschemes are analyzed and compared with
an interference-free upper bound. It is shown that, congparth the case of no processing energy cost, in
certain cases of interest, a larger range of cross-link p@aas ensures interference-free rates, thereby
extending the usual very strong interference regiiie [6xtNee extend the analysis to the case of
three-user CGZIC with processing energy cost to assessehefits of scheduling users’ transmission
bursts.

The remainder of this paper is organized as follows. Sedtipresents the system models and relevant
assumptions used. In Section Ill, for a two-user Gaussiawil@ processing energy cost, we propose
several transmission schemes with varying complexitiesdximize the sum rate and identify the very
strong interference regime with processing energy cose dimalysis is then extended to a three-user

CGZIC with processing energy cost in Section IV. Finally, meke concluding remarks in Section V.

II. SYSTEM MODEL

We consider communication for two different types of inéeeince channels with transmitter processing
energy cost. The first scenario is a standard two-user tdedsGaussian IC, as shown in Hig. 1, in which
two users send messages to their respective receiversmganterference to each other. The second one is
a three-user CGZIC as shown in Hig. 2, in which the first usanteference-free and the second and third

users experience only one interference component comanrg the first and second users, respectively.



This simple three-user interference model is investightthuse of its analytical tractability and because
of its ability to capture the essence of scheduling overriatence channels with more users. For both
set-ups, our goal is to design efficient transmission sckehed maximize the achievable sum rate of the

system given limited energy budgets at the transmitters.

A. Two-User Gaussian Interference Channel

The two-user standard Gaussian IC in Fig. 1 can be expressed a

Yie= X1+ VaXaos + Z1y, (1)

Yor = \/EXl,t + Xoy + Zoy, (2)

where X, ; andY;, represent the input and output of usef {1,2} at timet, respectively,Z, , and Z,,
are i.i.d. Gaussian noises with zero mean and unit variamzkreceivei is only interested in the message
sent by transmittei. Encoding and decoding are done overchannel uses, fon large. For standard
definitions of the encoder, the decoder, probability of emod achievable rates, s€€ [6]. Transmitter
1 is subject to a maximum average power constrdintFollowing [2], the processing energy cost of
transmitteri is modeled as a constant amouptvhenever transmitteris on, withe; < P;, i = 1,2. The

power constraint at transmitteérs given by

1 n
o Z [|Xi,t|2 + € 1{Xi,t7é0}] < P, 3)
=1

wherely, is the indicator function.

Due to the processing energy cost, it may not be optimal foh éeansmitter to transmit all the time.
In this case, we can model each transmitter as operating enobriwo states: the “on” state and the
“off” state. If transmitter; is in the off state at time, we can model it as transmiting a zero signal, i.e.,
X;: = 0. If userj (j # i) is turned off and only usertransmits, by[[2], the optimal transmission scheme
for user: when on-off states are fixed (see Secfion]ll-C for more disions on this) is to let transmitter
¢+ and receiver; be turned on for a prescribet} fraction of the time with Gaussian signaling of power

v} such that

HW(e—l(ei —1)) ) 7 (4a)

f* = min
Z (1’ CEDUGCEDER
and v =L _¢ (4b)



5

whereW (-) is the LambertW functioH.Note that Eq.[(da) above suggests that under processingyener
cost, the optimal fraction of time usérshould transmitf;, generally depends on the average power
constraintP; and the per-channel-use processing energy costloreover, for any givenP;, only when
¢; Is sufficiently small, we havé; =1 as in the case of no processing cost.

If 67 4+ 605 <1, it is easily seen that users can employ time division to gavatierference and can thus
obtain the same rates as the single user case. In this papgsrimarily focus on the more interesting

cased; + 05 > 1 when the two users need to compete for the available degfdesedom.

B. Three-User Cascade Gaussian Z Interference Channel

The three-user CGZIC as shown in Hig. 2 can be expressed as

Yie=Xi1+ Ziy, (5)
Yo = Var X1+ Xoy + Zoy, (6)
Y5 = VasXor + X1+ Zsy, (7)

where X, andY;, represent the input and output of usef {1, 2, 3} at timet, respectively, and/ ;, Zs;
and Z;, are i.i.d. Gaussian noises with zero mean and unit variakgén the previous scenario, receiver
1 is only interested in the message sent by transmitt@nd transmittef is subject to a maximum average
power constraint?; and a constant processing energy cggbules per time slot when transmitténs
on, with P, ande; satisfyinge; < P, for i = 1,2, 3. This leads to[{3) for each transmittér= 1, 2, 3. For
definitions of the encoder, the decoder, probability of eemed achievable rates, the readers are referred
to [7].

Moreover, it is assumed that the three users’ single-usimaptransmission fractions in_(4a) satisfy
0y +6; > 1 and 05 + 05 > 1 to have a non-trivial solution. The transmission schemssudised later

could be modified appropriately to address the cases wheeréit+ 6; < 1 or 6; + 65 < 1 holds.

C. Fixed Transmitter On-Off States

In our transmission schemes, similar to [2], we assume bistafes of transmitters afexed and the
receivers are informed beforehand about when each traesnsitin the “on” or “off” state. Furthermore,
we use Gaussian signaling when the transmitters are on.

W (z) is the solution ofWe" = .



Note that if on-off states are allowed to bandominstead, on-off signaling such as pulse position
modulation can be employed to transmit additional infororato receivers. However, in that case, frequent
and fast transition between the two states is required. Waegly, the energy cost of on-off transition |12]
cannot be neglected any more and our assumption of modélengrocessing energy cost as a constant
would break down. Recall that, in the fixed case, each tratsngan remain in the on and off states for
long durations of time and very few transitions are neededredver, having the on-off states also carry
information may result in non-Gaussian inputs being opitifoa X, X, and X3, further complicating
code design [5][11]. Since the on-off states carry at mostlihper channel use, we conjecture that the

rate loss due to using fixed transmitter on-off states is attrone bit per user.

Il. Two-USER GAUSSIAN IC WITH PROCESSINGENERGY COST

For a general two-user Gaussian IC with no transmitter [msing energy cost, the best known achiev-
able rate region is given by the full Han-Kobayashi (H-K)eraggion [9]. The computation of the full
H-K region requires taking the union of all power splits itommon and private messages and time
sharing, which is difficult due to numerous degrees of freediavolved [13]. Therefore, for the purpose
of evaluating and computing the achievable sum rate in tbegssing energy cost case and for practical
considerations, we consider several achievable schentasdamier complexity and argue that in certain
regimes, the performance is close to optimal. This is in el@mce with the no processing energy case,
where, for example, a simplified H-K type scheme with fixed powplit and no time-sharing is known
to achieve a rate region that is within half a bit to the cayagion in [14].

We now formally define a class of simple H-K schemes, which kgl used later for the transmission

schemes proposed for the Gaussian IC with processing ecesly

Definition 1. In a simple H-K scheme for two-user Gaussian IC, usér= 1, 2, employs a superimposed
Gaussian codebook, whergportion of the power is used to encode the common informainai(1 — 7;)
portion to encode the private information, with< 7; < 1. Receiver; decodes the common part of the
interference and its own signal jointly by treating the @te part as noise. Hence, each simple H-K
scheme in the class is uniquely specified by the power split(pa »), which we refer to as HK, 7).

It follows from [13] that, for the two-user Gaussian IC in 8en [[[-A] the achievable sum rate for



HK (7, 72) is given bymin (i1, v, 13, 14), Where

wl_C(l"‘CLl—TQP2)+C<1+b1—7'1P1)7 (8)
. P1+a7'2P2 (1—7'2
¢2 <1+CL1—TQP2)+C<1+[?1—7'1P1)7 (9)
1—7’1 P2—|—b7'1P1
= 10
¢3 C<1+CL1—7’2P2)+C(1—|—61—7'1Pl) ( )
and
. (]_—7'1 P1+a7'2P2 1—7’2)P2—|—b7'1pl
¢4_ < 1+CL1_TQP2 +C 1+b(1—7'1)P1 (11)

with C'(z) = (1/2)logy(1 + z). Therefore, the maximum achievable sum rate, maximized alle

HK (7, ) schemes, is given by

Rsum(Pla PQ) = g}%—? min(wlv 77b27 Q/)?n ?/)4) (12)

Remark 1. Under certain conditionsR,,,.( Py, P,) is the sum capacity of the two-user Gaussian IC with
e; = 0 for i = 1, 2. In the strong interference regime> 1 andb > 1, it is optimal for both the two users
to send only common information, i.e., to set= 7, = 1 [B]; in the noisy interference regime when

b, P, and P, satisfy/a(bP, + 1) + vb(aP, + 1) < 1, it is optimal for the users to send only private
information, i.e., to set; = o = 0 [L0]. In general, [14] provides an approximately optimal\per split

(11, T2) that performs close to the sum capacity.

A. Transmission Schemes

This subsection investigates four different transmisschemes for the general case of processing
energy costq, > 0, i« = 1,2). Scheme | uses the HIK, ) scheme described above without any
burstiness, while Scheme Il is the TDM scheme when the twesude not overlap their transmission.
Different from Scheme | and Scheme Il, Scheme IlI allows f@cfional overlap of transmission time
and sends independent information over different timetias. In particular, the HKr, 72) scheme is
employed during the overlapped fraction. By contrast, 8ehéV is a generalization of the Hl, 1)
scheme under strong interference to the case of processargyecost, which allows the users to code

across different time fractions to achieve higher sum rate.



1) Scheme I: Simple H-K Scheme with No Burstin€dgnsider a simple scheme in which both users
transmit over all the: time slots. In this case, userhas at most; = P, — ¢; joules per time slot for

transmission. Using the class of KK, ) schemes, the maximum achievable sum rate is
Rsum,[ - Rsum<P1 — €1, PQ - 62)7 (13)

where R,,,,(+) is as in [12).

2) Scheme II: Time Division Multiplexing (TDM)in this scheme, the two users employ TDM to
avoid interference such that user 1 ugeq0 < #; < 1) fraction of the time while user 2 is left with
1 — 6, fraction. It is easy to see that to maximize the sum rate, flices to restrictd; to the range

1 —605 <6, <67. The maximum achievable sum rate can be found by

B P1 P2
Rsum,ll = I—GEHS%}ESGT 910 (9—1 - 61) + (1 - 91)0 <1 — 91 — 62) . (14)

3) Scheme llI: Fractional Transmission Overlap, Simple Fsgheme During the OverlagJnlike the
previous two schemes, Scheme Il allows the two users tdayvéneir transmission over a flexible period
of time, as shown in Fig.]3. Suppose users 1 and 2 transmitipwardd, fractions of the time respectively,
with 6, + 6, — 1 fraction overlapping. Since the goal is to maximize the sate,rthe parameters and

0, need to satisfy

L-0:<6,<1, ije{l,2}i#], (15a)

0,46, > 1. (15b)

We observe that user does not see any interference for- ¢; fraction of the time but suffers from
interference for the remainingy + 6, — 1 fraction, i, j = 1,2. We assume that useérsends independent
information over these two fractions. For tf@ + 0, — 1)-fraction of overlapping transmissions, the two
users employ a given simple H-K scheme, (#K7,), where the power split pair, 7») can be optimized
as in [12). Therefore, the maximum achievable sum rate oéi®ehlll can be found by
Roumt11 = (1= 0)C (% - el) +(1-6,)C (% - 62) (01405 — 1) Ruune (% e, % _ 62) ,

(16)
where the maximization is taken over éll and#, satisfying [I5). Note that here we have assumed that

user: has the same average power for the-6,)-fraction and the€¢, 46, — 1)-fraction of its transmission,
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Fig. 3. Bursty transmission profil@:, 6-) for the two-user Gaussian IC: users 1 and 2 transmit duriaditkt 0, fraction and the last.
fraction of the time slots respectively, with 4 6> — 1 faction of the time slots overlapping.

j # 1. This is motivated byl[]1], where it is numerically shown tHat the one-sided interference case
(b = 0), allowing power control brings little performance gaineo\the no power control case.

4) Scheme IV: Fractional Transmission Overlap, Joint EnkegtDecoding: In Scheme lll, we assume
the two users send independent information over differeatdtions of the time. However, coding across
each user’s entire transmission can be advantageous, saotereceiver may leverage the information
overheard during the fraction of the time when its own traittemis off to facilitate decoding of the
interference signal. Note that this scheme is most appealimen interference is strong, i.e.,> 1 and
b > 1, since the overheard signal is stronger than the signalvestat the intended receiver. Thus, in
Scheme |V, we assume both users send only common messageadmnrckceiver jointly decodes its own
information and the interfering user’s information usihg signals received during the entirgime slots.

In order to obtain the maximum achievable sum rate of Schéfrferla > 1 andb > 1, we first obtain
an achievable rate region by having each receiver jointljode both users’ messages. We divide the
total n time slots into three fractions as shown in Hig. 3, and asstinaeuser:; transmits with constant
power P;/0; — e; during thef; fraction of the time when its transmitter is on. With eacheieer decoding
both users’ messages, the Gaussian IC becomes equivakei@aossian compound MAC. For any given
choice of (64, 6,), using standard arguments [6], if both transmitters uses&an codebooks, the rate

pairs (Ry, R») in the following rate region can be shown to be achievable

R, < 910 (% — 61) s (173.)
1

R2 S 920 (% — 62) y (17b)
2

Ry + Ry Smin{(01+92 - 1)C <% —€e +a <% —Eg)) +(1—-6,)C <% —61)
+(1—0)C <a (%—62» {0y + 6, —1)C (b (% —61) +%—ez)
(1= 6,)C (b <% - 61)) +(1—0)C <% - 62)}. (17¢)
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Taking the union over allfy, 6;) satisfying [(15), we obtain the desired achievable rateorefpr a > 1
andb > 1. Then, the maximum achievable sum rate by Scheme IV can [@@nelt immediately as

P, P
Rgym,rv = max min {91(] (—1 — 61) + 6,C <_2 _ 62) :
’ 01,02 0,

(914—6’2—1)0(%—61—}—&(%—62)) +(1—92)c<%—61) +(1—0)C (a (%—62)),
(91+92—1)C<b<%—61) +%—EZ) +(1—92)C<b<%—61)) +(1—91)0<%—ez)},

(18)

where the maximization is taken over &, 6,) satisfying [(15).

We remark that, Scheme IV is a generalization of the simpl¢ stheme from the conventional case
of continuous transmission to the processing energy cass Whth users employ a bursty transmission
profile as in Fig[B, for the strong interference regime 1 andb > 1. It is generally superior to Scheme
lll in terms of the achievable sum rate, since coding the twersi messages across all théime slots
improves communication rates compared to independentdang@nd decoding for different fractions.

However, in Scheme |V, receivérneeds to be on even when transmiités silent.

B. Very Strong Interference Regime with Processing Enexgt C

In this subsection, we determine the range of power gging) for which interference does not incur
any rate penalty to either user. The no-loss range is refdoeasvery strong interference regime with
processing energy cadRecall that, in the case of no processing energy cost, thesteng interference
regime is given bys > 1+ P, andb > 1+ P,. Our main contribution in this subsection is the derivation

of a new very strong interference regime when processingggreosts are taken into account.

Proposition 1. The two users in the Gaussian IC with processing energy castboth achieve their

maximum interference-free raté€'(v;), C(v;)) if the following conditions are satisfied:

avi '
L4+ v; <(1+avy)™ <1—|— 1+21/*) , (19a)
1
bl/* 1=p2
1T+ vy <(1+4bv)™ (1+ 1+11/*) , (19b)
2

wherep, = (1 —67)/605 and p, = (1 — 65)/0;. Here 6 and v} represent usef’s optimal burstiness and
signal power level in the interference-free case giverL @) @nd [4b) respectively.

Proof: Using the achievable rate region bounded by (1[7a)}(17cprder for both users to achieve
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their interference-free rates as in the single user casejnguality in [(17c) should be redundant for

transmission fraction§d;, 0;) as in [4&). Mathematically, this is satisfied if

BLC) <(1 - )C(7) + 65 + 65 - 1)C (120, (20a)
14+ v

BC(3) <(1- ) Clans) + (65 +65 - 1C ({52 ) (20b)
1

wherev; = P,/0F —¢;. These conditions can be simplified &sl(19) in Propositlomées; = (1 —65)/6;
andp, = (1 —65)/6;. [

The regime in Propositidd 1 can be considered as a gendiatizz the very strong interference regime
to the processing overhead case. Note that in the case ofocegsing overhead, we hawe= 0 and the
conditions in [(I9) reduce to the usual very strong interfeeeregime.

To further simply these conditions is difficult in general.the following, we focus on the special case
whene; — 0, P, — 0 and P;/\/2¢; = \; for some constank; > 0, « = 1,2. In this casef; in (48) can
be simplified ag); = min(1, \;) > 0. Hencep; > 0. Also, by [4b) it follows thatv; — 0. Using Taylor

series approximation, we have

1+ vy <(1+ pravy) <1+(1—P1)1+2yf) ; (21a)
and 1+ vy <(1+ pobry) <1 + (1 —p2) bvi *) : (21b)
1+v;

Ignoring terms containingv})? or (v3)? on the right side of[(21a) and(21b), we find the following

sufficient conditions

0> 1T and p> LT% 22)

1+ prf 1+ pQVék

Moreover, giverp; > 1 — 07, we have
1+ 1+

< 23a
L4+ pivf = 14+ (1—07)v; (232)
_ (T4 v (1 + 65v5) (23b)

1+v;+05(1—67)(v))?
<1467y (23c)

Similarly, we have(1+v3)/(1 4 pe13) < 1+ P,. Thus, the conditions if_(22) suggest that a larger range
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Fig. 4. The maximum sum rates achieved by various schemebddmwo-user Gaussian I&..., along with the interference-free upper
bound, as a function of cross-link power gairfor a > 1, whenb =3, P, = P, = 3.5 ande; = e2 = 2.

of power gainsz andb ensure very strong interference under processing eneigly co

Depending on the values of, and \,, we can write out the exact very strong interference regime a

in the following:
e Ny < 1 (i = 1,2): in this case,v; =~ /2¢ and 0 = \;. Accordingly,p; = (1 — A\;)/Xs and
p2 = (1 — X\32)/\i. Thus, we can simply the inequalities [n{22) as

P+26P 4

0 24
T ala Py " (242)
p> DiEV2eR sy (24b)

“Pi+2a(v2e — By)

Note thatd; + 0; = F + F > 1, i.e.,v/261 Py > \/2¢3(+/2¢; — Py); hence,a > 1. Moreover, we
have proved that < 1 + P, in (23d). Thus, we havé < a < 1+ P,. Similarly, 1 < b < 1 + P,.

e A1 <1, Ay > 1iinthis casey; = /2¢;, 0, = Ay, 05 =1 andvi = P, —ey. Accordingly,p; = 1— X\

and p, = 0. Thus, the inequalities in_(22) can be simplifiedas 1:*\/277{12?_1& andb > 1+ P, — €.

e A\ > 1, Xy < 1: similar to the case\; < 1, A\, > 1, we can simplify the inequalities in_(R2) as
a>1+P —¢ andbzli}rf%.
e \; > 1 (i = 1,2): in this casef; = 65 = 1 and hencep; = p, = 0. The inequalities in[(22)

degenerates into the one in the trivial case 1 + P, andb > 1 + P.
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Upper Bound

= = = Scheme | (No Burstiness)
=—— Scheme Il (TDM)

—&— Scheme Il
—8— Scheme IV

181

141

1.2

Fig. 5. The maximum sum rates achieved by various schemebddmwo-user Gaussian I&..., along with the interference-free upper
bound, as a function of processing energy eosinder the assumption that = ¢z = ¢, whena = b =3 and P, = P, = 3.5.

5 ~ < = Upper Bound

14 2l ~ . = = = Scheme | (No Burstiness)| |
’ S —+— Scheme Il (TDM)
~ =—&— Scheme Il
115} S 1
~
~
~
11t RN 1
~
.l
~

1.051 SS 7

Fig. 6. The maximum sum rates achieved by various schemeabkddwo-user Gaussian ZI®R..., along with the interference-free upper
bound, as a function of cross-link power gairfor 0 < a < 1, whenb =0, P, = P, = 3.5 ande; = ex = 2.

C. lllustration of Results

In this subsection, we numerically evaluate the achievsinhe rate of the proposed transmission schemes
for the two-user Gaussian IC through examples. Hig. 4 plogssum rates as a function of cross-channel
power gaina for a > 1 whenb =3, P, = P, = 3.5, ¢, = ¢ = 2. Sincea > 1 andb > 1, the optimal
power split(r;, 72) that maximizes the sum rate in_{12) is giveny1) [8] [O]. Given these parameters,
we havef; = 0; = 0.76 and v} = 5 = 2.59 [2], and thus the conditiod] + 65 > 1 is satisfied. For
comparison, the sum of users’ maximum interference-fréesres provided as an upper bound. In Fig.
4, Scheme IV outperforms the others in terms of sum rate. M@ne it achieves the upper bound when

a is greater than 2.3. This is consistent with Proposifibn Rictv says that in this case, the very strong
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interference regime corresponds do> 2.3 andb > 2.3. As TDM does not depend oa and b, the
sum rate of Scheme Il remains constant. Depending on thee\@fla, Scheme | and Scheme Il may
outperform one another. By allowing a flexible overlap ofdisiots, Scheme Ill can generally gain better
sum rates than Scheme | and Scheme II. It is worth noting thatsum rate achieved by TDM is strictly
less than that of Scheme IV except wheg- 1. In contrast, recall that in_[4], under the same assumption
of fixed on-off states, TDM was shown to be the best scheme ximzang the sum rate for the MAC
with processing energy cost.

In Fig. [ , assuming; = e; = ¢, we plot the sum rates as a function ofvhen we setu = b = 3
and P, = P, = 3.5. We observe that, for < 1.2, Scheme |, Scheme Ill and Scheme IV have the same
performance, which is strictly superior to Scheme Il. Teiconsistent with the intuition that non-bursty
transmission remains optimal for sufficiently small praieg energy costs. Asgradually increases, the
performance of Scheme | deteriorates fast, Scheme IV di@artaitperform Scheme Il and meets the
interference-free upper bound at= 1.6. At the same time, Scheme Il results in a higher sum rate than
Scheme | as grows larger than 2.1, and becomes equivalent to Schemehiéinw increases to 2.6.
Finally, Scheme Il coincides with the interference-freg@epbound and Scheme IV wherreaches 3.4.
This is because, far > 3.4, due to the very large processing energy cost, each useirsalpurst fraction
in the single-user case is smaller than 0.5, and thereforld €&n be employed to avoid interference.

Next, we evaluate the sum rate performance of the proposesirses for the special case of Gaussian
ZIC with weak interference, i.e( < a < 1 andb = 0. The result will serve as a basis for the analysis of
the sum rate of the three-user CGZIC in Section IV. Elg. 69tbe sum rate as a function of cross-link
power gaina for 0 < a < 1 whenP, = P, = 3.5 ande¢; = ¢ = 2 as in Fig.[4. Scheme |V, which
is tailored fora > 1 andb > 1, is not considered. Sinck = 0, the optimal power spli{r, 7») that
maximizes the sum rate i _(12) is given §,0) [10]. As shown in Fig[B, Scheme Il has the best
sum-rate among all three schemes and is strictly better T2 for « < 0.28, which suggests that
allowing the two users to overlap their transmission andting interference as noise during the overlap
is beneficial when interference is sufficiently weak. Howews o grows beyond 0.28, TDM starts to
coincide with Scheme Il in terms of the sum rate. This implieat TDM is in fact the best scheme in
terms of maximizing the sum rate for a large range of modirateak a’s.

Finally, in order to quantitatively evaluate how the destiue effect of interference can be mitigated

via bursty transmission in the case of processing enerdy icoBig.[4, assuming, = ¢; = ¢, we compare
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as a function of cross-link power gainfor e = 2 ande = 0 whenb = 3, and P, = P> = 3.5, where Rsym = Rsum,1v and Ry, is the
interference-free upper bound.

the maximum achievable ratR,,,,, normalized by the interference-free upper bouryg, i.e., the ratio
Rs.m/Rup, for the processing energy case- 2 and the no processing energy case 0. Sincea > 1
andb > 1, Ry is set t0 Ry v in (A8), which reduces td_(12) for the case of no processireggan
cost. It can be observed from Fig. 7 that, for a@ll> 1, the normalized sum rate in the caseeof 2

is substantially larger than its counterpart in the case 6f0. This demonstrates that leveraging bursty
transmission as in Scheme IV reduces the rate loss incuyr@atdrference substantially in the processing
energy cost case. Moreover, in the case ef 2, the normalized sum rate reaches 1 for sufficiently large
a while in the case ot = 0, it saturates at 0.9. This is because the very strong im&rée regime with

Nno processing energy cost requites 1 + P, = 4.5 but we haveb = 3 in this example.

IV. THREE-USER CGZIC WITH PROCESSINGENERGY COST

This section extends the analysis on the impact of tranenytocessing energy cost in interference
channels from the two-user Gaussian IC to the three-us@adasCGZIC introduced in Sectidn TI-B.
Similar to Sectior 1l[-A, we study several achievable schemvith relatively low complexity for the
purpose of maximizing the sum rate. As mentioned in SedildBl we focus on the non-trivial case
0y + 05 > 1 andds + 05 > 1. Moreover, we study the mixed interference regime> 1 and0 < ay < 1
in detail, for which we show how the optimal transmissiongtsiiof all the users are interconnected. The
other regimes for; anda, will also be discussed at the end of this section.

We note that, the class of simple H-K schemes defined in Digiirlll can be extended in a straight-

forward manner to the three-user CGZIC. That is, usér= 1, 2,3, employs a superimposed Gaussian
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codebook, withr; portion of the power used to encode the common informatiah (@n- 7;) portion
used to encode the private information, whérel 7; < 1. Receiver: decodes the common part of the
interference and its own signal jointly by treating the ptev part as noise. With a total of three users,
each simple H-K scheme is then uniquely specified by the pepiértuple (i, 72, 73), which we refer to
as HK(r, 7, 73). Moreover, in [7], Liu and Erkip argued that, with no prodegsenergy cost, for all the
power gains(ay, as), settingr; = 0 or 1, « = 1,2, 3, is optimal under the class of simple H-K schemes
described above, leading to a maximum sum rate

3
Rsum(Ph P27 PS) = Z C(%Pz)> (25)

i=1
wherev; = 1 and fori = 2, 3,
1

Tta;—1 Py’ a1 < Yi-1

. . (26)

. e )P+ P
mln((az 17 1) 7 1+ 'L’:l)7 ai—l > 72—1

Pi+vyi—1Pi—1 P;
Fora, > 1 and0 < ay < 1, [7] shows that it is optimal to let user 1 send only commoriinfation (i.e.,
71 = 1), to let user 2 send only private information (i.&,= 0) if as < v, and only common information
(i,e., » = 1) if ay > 7o, and to let user 3 send only private information (i.8.,= 0). Under certain
conditions,R;...(P1, P, P;) is known to be either equal to or close to the sum capacity ®tlhee-user
CGZIC. For example, for a mixed regime with< a; < 1+ P, anday < 1/(1+a1P1), Reum(P1, Pa, P3)
is within half a bit to the sum capacity. The readers are reteto [7] for more details.

In the following, using the above results, we provide sevesanmunication schemes for the three-user
CGZIC in the case of processing energy cost. These schemeagafar to those studied in Sectibn III-A.
The emphasis here will be how one can schedule the usershtiasion bursts based on the fact that there
is at most one interference component at each receiver iIC@EIC set-up. For convenience, notations

similar to those in Section II-A are used.

A. Transmission Schemes

1) Scheme I: Simple H-K Scheme with No Burstin€dsnsider a simple scheme in which all the three
users transmit over all the time slots, i.e.f); = 6, = 65 = 1. In this case, userhas at most;, = P, —¢;

joules per time slot for transmission. Using the class of(HKr, 73) schemes, the maximum achievable
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Fig. 8. Bursty transmission profil@:, 62, 03) for the three-user CGZIC: users 1 and 3 transmit during tlsedir and 03 fractions of the
time respectively, while user 2 transmits during the asfraction of the time.

sum rate is given by

Rsum,[ - Rsum(Pl — €1, P2 — €9, P3 - 63)7 (27)

where R,,.,(-) is as in [2Zb).

2) Scheme Il: TDM:In this scheme, users employ TDM to avoid interference. Nud since users 1
and 3 do not interfere with each other in the cascade Z setvamllow their transmission to overlap as
much as possible, but impose that user 2’s transmissionrauesterfere with that of either user 1 or user
3. That is, if users 1 and 3 transnfit and#; fractions of the time, then user 2 is left with the remaining
1 — max(6,, 03) fraction, wherel — 65 < 0, < 607 and1 — 65 < 03 < #;. The maximum achievable sum

rate of TDM can be found by

P, P. P
Rym.11 = max 6,C <9—1 — 61) + 65C (e—j — 63) + (1 —max(0y,65))C (1 — max2(91, 7 — 62) . (28)

1,03 1

3) Scheme llI: Fractional Transmission Overlap, Simple Fs&heme During the Overlag=or the set-
up in Fig.[2, if we consider the ZIC with the first two users qrfilpm [1], it follows that it is advantageous
to have user 2’s transmission overlap with user 1's for aageftaction since:; > 1, i.e.,6, > 1—6;. On
the other hand, for the ZIC with the last two users only, ot a; < 1, the numerical results in Section
[M-Clindicate that in most cases it is better to let users @ @roperate in a time-division manner, i.e.,
users 2 and 3’s transmission bursts should satisf¢ 1 — 65. This suggests there is generally a trade-off
in selectingd,. Given the above observations, in this scheme, user 2 malap\és transmission partially
with users 1 and 3. As in Scheme II, since users 1 and 3 do refen¢ with each other, they maximize
the transmission overlap. Hence, without loss of optimalite assume that the three users transmit using
the bursty transmission profil@,, 6,, 63) as shown in Fig[]8, where users 1 and 3 transmit during the

first #; and 65 fractions of the time respectively, while user 2 transmitsirty the lastd, fraction. For
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simplicity, the parameter, 0, 0;) are assumed to satiEfy

1—605<0,<1, k=1,3, (29a)
1 —max(0],603) <6, <1, (29b)
and 0y + min(6y,63) > 1. (29¢)

Moreover, as in Scheme lll of Sectignllll, we assume each sseds independent information over
different fractions of the time with constant power, i.eg Waver; = F;/0; — ¢, i = 1,2,3. For any

transmission profiléd,, 05, 05) with 6; > 05, the resulting sum rate for all the users is given by

P P P.
Rgum,111(61,602,03) =(1 —6,)C e+ (1—-6))(C L _a)+c(Z2- €3
82 ‘91 83

P, P. P
+(¢92+83—1)R3um —1—61,—2 —62,—3—63 —|—(¢91—83)
0 02 03

} P P, P b
'Hlll’l{C(e—l—El)+C<9—2—62),C<a1 (8—1—61)—'—6—2—62)}. (30)

Note that in [(3D), for the(f, + 63 — 1)-fraction when all the users transmit, we have the three-use
sum rate Ry, (P1 /01 — €1, Po/0s — €3, P3/03 — e3) of (28), while for the(6; — 65)-fraction when only
users 1 and 2 transmit, we can use the strong interferenceaenfior the two-user Gaussian ZIC [15].
Similarly, we can obtain the sum rate for any transmissiafiler (¢, 02, 63) with 6, < 5. Finally, the
maximum achievable sum rate of Scheme Rl,,, ;;;, can then be obtained through optimizing over all
the transmission profiled, 6, 65) satisfying [29).

4) Scheme IV: Fractional Transmission Overlap, Succedsiegference Cancelation at Receiver &
this scheme, we assume the three users still transmit usengursty profile(d,, 0, 03) as shown in Fig.
[B, with (61,05, 63) constrained to satisfy (29), and with constant signal pewklowever, since; > 1,
similar to Scheme IV of Section I, we allow user 2's receite listen to user 1’'s transmission when its
own transmitter is off to facilitate decoding of the intedgece from user 1. We will further require that
user 2 perfectly cancels the interference from user 1. Bhiossible if user 1 transmits with a rate no

2More generally, we may allow user 2 to operate in a TDM mannigh wne of user 1 and user 3, i.@; + 60> < 1 or 02 + 03 < 1,
which is not investigated here for the sake of simplicity.
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Fig. 9. The maximum sum rates achieved by various schemebédahree-user CGZIC, along with the interference-freeeufgund, as
a function of cross-link power gaia; whenas = 0.5, P, =4, P, = 3.5, Ps =3 ande; = ex = €3 = 2.

larger thaH

R, = min {elc (% - 61) (1 —6,)C (m (% - 61)) + (0,460, —1)C (ﬂijﬁé_—ﬁ) } . (31)

After interference cancelation, user 2 sees an interferfee link. Therefore, the three-user CGZIC

effectively decomposes into a two-user Gaussian ZIC wirsi2 and 3 being the transmitters, and a
separate point-to-point link for user 1 transmitting aer&. Since0 < ay < 1, treating interference as

noise during the overlap is optimal, the maximum sum rateseirsi2 and 3 can be written as

Ry+R3=0,C|——€ | +(1—0,)C = —€3|+ (0 +0;—1)C . (32
2 3 2 <92 2 ( 2) 93 3 ( 2 s ) 1+CL2 (P2/92 —62) ( )

The achievable sum rate for any given transmission préfileds, 65) is obtained by summing (81) and
(32). Finally, the maximum achievable sum rate of SchemeRly,,. ;v, can be found by optimizing over

all the transmission profile§), , 6, 0;) satisfying [29).

B. lllustration of Results

Fig.[@ compares the maximum achievable sum rates of variclisnses as a function of cross-link
power gaina; for a mixed regime example when > 1 anda, = 0.5, with P, = 4, P, = 3.5, P3 = 3,
ande; = e = e3 = 2. The interference-free upper bound is also plotted for ammspn. If there is no
interference, the optimal single-user transmission ioast for the three users at§ = 0.87, 65 = 0.76

®Note that user 1's rate needs to chosen to satisfy two camstrd) Receiver 1 can successfully decode its signal; 2eRer 2 can
successfully decode user 1's signal by treating its ownadigs noise.
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P1 :4, P2 :3.5, P3 =3 andel = €2 = €3 = 2.

and@; = 0.65, respectively. It is seen in Figl 9 that, Scheme | has the tvgns rate among all. We also
observe that, the curve for Scheme Il coincides with thatTM for a; smaller than 3. This implies
that whena, is not sufficiently large, there is no benefit for user 2 to yits transmission with either
user 1 or user 3. However, as grows larger, Scheme lll starts to dominate TDM, since ugeasid 2
can gain by allowing fractional transmission overlap. $oldV is superior to the other schemes except
for very largea;’s when Scheme Ill performs the same as Scheme IV. This shiegrsmportance of
interference overhearing and cancelation at receiver Zhe@e V.

The optimal transmission fractions of the three users ireBehlV are plotted in Fid,_ 10 for the same
parameters as in Figl 9. It can be observed that, when 1, user 2 operates in a time-division manner
with users 1 and 3. Ag, grows, bothy, andf, increase and thus users 1 and 2 transmit in an overlapping
fashion. Meanwhilefs; decreases such that users 2 and 3 still operate in a timgativmanner, which
is consistent with the results in Section 111-C for a two+4u&aussian ZIC with weak interference. In this
regime, which takes place far< a; < 2.1, 63 and thus the achievable rate of user 3 are sacrificed to get
higher transmission fractions and rates for users 1 andr2aFgera,, 6; reaches its optimal value in the
single-user casé); = 0.87, andf, and 65 remain constant at levels that are less than their countsrpa
in the single-user case. The observations above show teed@gendency off,, 0,,03) in the CGZIC
setting.

Finally, as in Fig[V of Section III-IC, in Fig. 11, we compah®tmaximum achievable rafe,,,, (in this
case, that of Scheme 1V), normalized by the interferenee-frpper bound?,,;, i.e., the ratioR,,,/ R,

for the cases with and without processing energy cost in #seade Z set-up. Similar improvements on
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the normalized sum rate are observed here as well, showatgfdah the three-user CGZIC, leveraging
bursty transmission and scheduling user transmissionsappropriately based on the channel set-up are

essential in mitigating the effect of interference in thegance of the processing energy cost.

C. Discussion: Other Regimes f6d;, as)

The achievable schemes studied in the previous subsectipply to the three-user CGZIC with
processing energy cost in the mixed regime> 1 and0 < a, < 1. For general power gaingi;, as),
Scheme I, 1l and Il follow in a similar manner. Below, we Whediscuss how Scheme IV would be
modified for different ranges ofa;,as). Fora; > 1 anday, > 1, in Scheme 1V, both receivers 2 and
3 would benefit from overhearing their respective interieee signals when their own transmitters are
silent, leading to a condition similar t6_(31) fdt,. When0 < a; < 1 anday > 1, in Scheme IV, only
receiver 3 would benefit from overhearing the interferent¢envits own transmitter is off. Finally, for
0 <a <1and0 < as < 1, Scheme IV would not be applicable, since in this regimehegitof the

interfered receivers cannot cancel the interference girmverhearing of the interference signals.

V. CONCLUSIONS

In this paper, we have studied the impact of transmit procgsnergy cost on the achievable sum rate
of Gaussian interference channels. When the processingyenest is present, it is no longer optimal
for each transmitter to transmit all the time as in the cotie@@al no processing cost case. For the two-

user Gaussian IC and the three-user CGZIC, we have propasesitission schemes with relatively low
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complexities for the purpose of maximizing the sum rate. f@seilts from the former model highlight how

bursty transmission due to processing energy cost can kealged to mitigate the effect of interference.

We have also found that, with processing energy cost, afdaegege of cross-link power gains could

ensure the very strong interference condition comparetl st counterpart in the no processing cost

case. The investigation of the latter model suggests thatstiould take into consideration the channel

set-up when scheduling user transmissions. Future workdaedtions include study of more practical

but tractable modeling of the processing energy cost aneheiins to fading scenarios.
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