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Abstract

Auction-based Federated Learning (AFL) enables
open collaboration among self-interested data con-
sumers and data owners. Existing AFL approaches
cannot manage the mutual influence among multi-
ple data consumers competing to enlist data owner-
s. Moreover, they cannot support a single data own-
er to join multiple data consumers simultaneously.
To bridge these gaps, we propose the Multi-Agent
Reinforcement Learning for AFL (MARL-AFL)
approach to steer data consumers to bid strategi-
cally towards an equilibrium with desirable overall
system characteristics. We design a temperature-
based reward reassignment scheme to make trade-
offs between cooperation and competition among
AFL data consumers. In this way, it can reach an
equilibrium state that ensures individual data con-
sumers can achieve good utility, while preserving
system-level social welfare. To circumvent poten-
tial collusion behaviors among data consumers, we
introduce a bar agent to set a personalized bid-
ding lower bound for each data consumer. Exten-
sive experiments on six commonly adopted bench-
mark datasets show that MARL-AFL is signifi-
cantly more advantageous compared to six state-
of-the-art approaches, outperforming the best by
12.2%, 1.9% and 3.4% in terms of social welfare,
revenue and accuracy, respectively.

1 Introduction

Due to user privacy and data confidentiality requirements,
Federated Learning (FL) has recently attracted significant re-
search interest from academia and industry alike [Yang et al.,
2019; Liu et al., 2020; Liu er al., 2022; Lyu et al., 2022]. As
data owners (a.k.a. FL clients) are self-interested entities who
need to take a complex set of considerations (e.g., costs, po-
tential utility gains) into account to determine which FL data
consumer to join, FL incentive mechanism design [Khan et
al., 2020; Zhan et al., 2021] has been brought to the forefront
to motivate them to join FL with rewards.

Auction-based federated learning (AFL) constitutes an im-
portant category of FL incentive mechanism design research
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due to their promising ability to achieve efficiency and fair-
ness. Nevertheless, AFL is still in its infancy. Existing works
[iao et al., 2020; Zeng et al., 2020; Ying et al., 2020] most-
ly focus on designing data consumer-data owner matching
and winner payment schemes to achieve desired objectives
(e.g., social welfare maximization, social cost minimization)
for the FL ecosystem. However, it is challenging to design
bidding strategies for data consumers to guide their bids for
data owners while preserving the health of the FL ecosys-
tem, especially when multiple data consumers are recruiting
from the same pool of data owners. Firstly, it is imperative to
strike a trade-off between cooperation and competition rela-
tions among data consumers. On one hand, in a fully compet-
itive AFL marketplace, the objective of the most competitive
bidding data consumer is optimized at the expense of other-
s, leading to unfairness in the FL auction ecosystem. On the
other hand, a fully cooperative AFL ecosystem may sacrifice
the objectives of some data consumers for system-level so-
cial welfare [Yu er al., 20171, thereby hurting the motivation
of these data consumers to participate in the future. Second-
ly, data consumers might collude (e.g., bidding extremely low
prices together) to improve their own payoff.

To address these limitations, we model the AFL ecosys-
tem as a multi-agent system and propose the Multi-Agent
Reinforcement Learning for AFL. (MARL-AFL) approach.
It learns bidding strategies for data consumers, with the aim
of coordinating their bidding behaviors towards an equilib-
rium that ensures fairness towards all data consumers in the
FL ecosystem, while guarding against collusion among da-
ta consumers. Firstly, to enhance fair treatment towards the
data consumers in an FL ecosystem [Shi ef al., 2023], we
design a temperature-based reward reassignment mechanis-
m for MARL-AFL, which reassigns the total auction reward
among all participating data consumers in accordance with
their contributions (which is captured by a temperature-based
softmax function). Secondly, to dissuade collusive behaviors
among data consumers (i.e., bidding lower bid price mali-
ciously), we introduce a bar agent for each bidding agent of
the data consumer to learn the personalized bidding patterns
[Tan er al., 2022]. Different from the bidding agents which
aim to lower the cost for their data consumers, the bar agents
aim to increase the bidding lower bounds to boost overall e-
cosystem revenue. These two types of agents are trained in
an adversarial manner until an equilibrium is reached.
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To the best of our knowledge, MARL-AFL is the first
multi-agent reinforcement learning approach to support mul-
tiple data consumers to compete to recruit from a same pool
of data owners, while allowing each data owner to join multi-
ple data consumers simultaneously. Extensive experiments
based on six commonly adopted benchmark datasets show
that MARL-AFL is more advantageous than six state-of-the-
art approaches, outperforming the best by 12.2%, 1.9% and
3.4% in terms of average social welfare, revenue and model
accuracy, respectively.

2 Related Works

The most related domain to our research is AFL incentive
mechanism design.

The combinatorial and double auction-based approaches
[Krishnaraj et al., 2022; Zavodovski et al., 2019; Hong et
al., 2020; Yang, 2020; Bahreini et al., 2018; Gao et al., 2019;
Jiao et al., 2018; Jiao et al., 2019] are designed to help the FL
auctioneer to achieve desired goals (e.g., maximizing social
welfare, minimizing social cost). They can support scenar-
ios involving multiple data consumers and data owners. In
[Yang, 2020], a multi-round sequential combination auction
model was adopted to allocate data owners with limited re-
sources to data consumers with heterogeneous resource re-
quirements. Under this approach, data consumers first pub-
licize their respective resource requirements and bidding val-
ues for different data owners in a sequential manner. The data
consumer-data owner matching and corresponding payments
are then optimized.

The reverse auction-based approaches are designed to help
the data consumer recruit data owners, while achieving de-
sirable goals (e.g., utility maximization) [Jiao et al., 2020;
Zeng et al., 2020; Ying et al, 2020; Le et al, 2020;
Thi Le et al., 2021; Zhang et al., 2021; Roy et al., 2021;
Deng et al., 2021; Zhang et al., 2022a; Zhang et al., 2022b].
They can be combined with various techniques such as rep-
utation, blockchain, deep reinforcement learning and graph
neural networks. Generally, these methods are designed
for a monopoly market (i.e., with only one data consumer
and multiple data owners). For instance, in [Zhang er al.,
2021], RRAFL was proposed by incorporating reputation and
blockchain into reverse auction. In RRAFL, the data con-
sumer first publicizes its FL task. Then, the data owners bid
for it. After receiving the bids from all data owners, the data
consumer determines the winning data owners based on their
reputation values which are derived based on their reliabili-
ty and data quality [Chen er al., 2020] track records in the
blockchain.

Nevertheless, existing works do not support multiple da-
ta consumers bidding for data owners in a competitive AFL
marketplace, nor do they support an individual data owner to
join multiple FL tasks simultaneously if its local computa-
tional resources allow. MARL-AFL bridges these gaps.

3 Preliminaries

AFL typically includes three types of participants: 1) data
owners with useful but potentially sensitive data; 2) data con-
sumers who require data to build AI models; and 3) an FL
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Figure 1: The MARL-AFL system architecture. DC and DO repre-
sent data consumer and data owner, respectively.

auctioneer who matches data owners with data consumers.
The auctioneer triggers an auction for interested data con-
sumers to bid for a given data owner with the required data
resources. Each data consumer sets the bid value according
to its objective and constraints, as well as the utility of the
data owner’s data resources. After receiving the bids from all
interested data consumers, the auctioneer follows an auction
mechanism (e.g., the first-price auction, the second-price auc-
tion) to determine the winner and the payment. When there is
no eligible data owners left, the procedure terminates. Then,
each data consumer initiates FL. model training with the data
owners it has recruited.

In this paper, we assume that there are n data consumers
competing to recruit data owners at any point in time in an
AFL ecosystem. We further assume that a data owner can si-
multaneously join more than one data consumer for FL model
training as long as its local computational resources can han-
dle the load. For a data consumer ¢ € [1,n], its objective is
to maximize its accumulated profit (i.e., the utility of attract-
ing data owners) within its budget B; in a competitive setting.
However, whether a data consumer wins or not hinges on the
bidding strategies of all the data consumers involved. In this
sense, competitive AFL is inherently a multi-agent system
(MAS) with each agent acting on behalf of a data consumer.

We formulate the interaction among these n bidding agents
as a Partially Observable Markov Decision Process (POMDP)
[Littman, 19941 (S, P,{Z;, O;, A;, r; }1_1,). In the contex-
t of AFL, at each time step ¢, a bidding agent ¢ determines
the bid price b} = m;(o!) for its data consumer according
to the policy 7; based on observation of = (B!, v!,tst),
where B! is the remaining budget, v! is the utility of the
data resources for i, and ¢tsi = T — t is the remaining
time steps in this episode that comprises 7' auctions. The
reward for the winning bidder is v! (i.e., ! = wv}), and
the payment p' is the second-highest bid among all the bid-
s received. Then, each agent obtains its new observation
ot = (B! — pt x at,vfTh st — 1) with ¢ € {0,1} indi-
cating whether it has won the current auction. The objective
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of ¢ is to maximize its accumulated expected utility:

T
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-
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The system architecture of MARL-AFL is shown in Fig. 1.

4 The Proposed MARL-AFL Approach

We adopt a deep neural network (DNN) to model the action-
value function @Q;(o;, b;) of agent i, parameterized by 6; and
conditioned on the agent’s observations o; and bids b;. To
improve stability during training, we pair this network with

a similar DNN architecture parameterized by éi, known as
the target network, which also approximates Q;(0;,b;). To
update 6;, we minimize the following loss function:

1
L(6;) = éE(oi,bi,ri,og)wD[(yi —Qi(04,6:30,))%. ()

The replay buffer D is a storage mechanism for transition tu-
ples (0, b;,r;,0'i)i = 1", where 0/, is the new observation of
agent ¢ following its bid b; based on the observation o;, re-
sulting in reward r;. This buffer allows the agent to learn
from its past experiences by randomly sampling batches of
transitions during training. In the loss function defined in E-
quation (2), y; represents the temporal difference target and

is computed as y; = r; + v maxy Q(of, bi; 0;), where  is

(22l

the discount factor, 6 represents the parameters of the target

network associated with agent 4, and Q (o}, b}; 6;) is the pre-
dicted action-value function of agent ¢ for its next observation
o} and all possible bids b}. This target network is used to sta-
bilize the learning process by providing a fixed target during
training, which is updated periodically to match the current
action-value network.

As shown in Eq. (1), the objective of data consumer ¢ is to
maximize its accumulated reward (i.e., the accumulated ex-
pected utility of the data resources it recruited). In the follow-
ing sections, we first describe how to estimate the utility of the
data resources at each time step. Then, we describe how to
model the cooperation-competition relationships among data
consumers. Finally, we analyze how to set personalized low-
er bounds for bids to mitigate potential collusive behaviors
among data consumers.

Algorithm 1 Learning ©, in Eq. (3)

INPUT: Training Data H, training round Z, learning rate ng
OUTPUT: Utility estimation function v;(+)

: forz=1to Z do
for sample (q,,,, ¥ ) in H do
Calculate the gradient of ©; according to Eq. (6)
Update ©; according to Eq. (5)
end for
end for
return v;(-)

A A S Sl
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4.1 Utility Estimation

Following [Zhan et al., 2020], we define the utility estimation
function of data consumer i with respect to data resources
being auctioned at time step ¢ in the form of

vi = vi(g,) 2 In(1+ 6 q,), 3)

where ©,; represents the learnable parameter. ©; is a high-
dimensional feature vector the entries of which comprise fea-
tures related to the data resources at time step ¢ (e.g., identi-
ties of the data owners, data quantity). For clarity, we denote
v;(q,) as v;(+) in subsequent derivations.

Over multiple rounds of auctions, data consumers in an
AFL ecosystem accumulate historical data H which can be
used to derive the utility of the current data resources. Such
data can be recorded in the form of (q,,, ym) (¢, Ym) €
H), where y,,, denotes the real utility of data resources at time
step m. Then, we leverage the squared error (SE) loss [Ren
et al., 2017] to train the utility estimation function v, (-),

L) =5 X Gn-wla)?

(@ Ym)

The parameter ©; in Eq. (3) can be obtained via gradient

descent: L (i)
O, 0; 1o, a2, (5)
where ng is the learning rate. aﬁg?_)j](-)) is derived as:
OL(vi(")) T q
e = In(1 + 67q,,) — Y] —Lm—.
00 (qzym>[ ( )l e,
(6)

The detailed process for learning 6; in the utility estimation
function is shown in Algorithm 1.

4.2 Cooperation-Competition Modeling

To establish the cooperation and competition among bidding
agents, we design a temperature-based reward reassignment
mechanism. This mechanism is based on setting a parameter
«; that weights the contribution of each agent ¢ to the total re-

ward. Specifically, the reassigned reward for agent ¢, denoted

reassign

as r, , is computed as

prESEn _ o ptotal 7
where explbi/7}
X i/ T
= ST e ) ®
and rt°* is the sum of rewards obtained by all agents and is

formulated as:
n
rtotal — Z . (9)
i=1

In Eq. (8), 7 balances the level of cooperation and compe-
tition, with higher bids having a greater impact on the value
of r°4 Consequently, the reassigned reward for agent 4 in-
creases with its bid b;, which is directly proportional to the
revenue received by each agent. Incorporating 7 in our ap-
proach has two key advantages.
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1. Firstly, it enables the reward function to capture both so-
cial welfare and revenue considerations. Eq. (7) shows
how the social welfare component is incorporated into
the reward function. Meanwhile, the bids submitted by
each agent implicitly express the revenue generated by
the auction, since revenue is directly proportional to bid-
s under the generalised second-price auction. This al-
lows the reward function to take into account both social
welfare and revenue, resulting in a more comprehensive
measure of performance.

2. Secondly, the use of 7 in Eq. (8) allows for a balance
between competition and cooperation. By adjusting the
value of 7, we can trade off between these two relation-
ships in a flexible and convenient way. This allows for
a more nuanced and adaptable approach to multi-agent
learning, which can be particularly useful in complex
and dynamic environments where the relationship be-
tween agents may change over time. By using 7 to bal-
ance competition and cooperation, we can achieve bet-
ter overall performance and avoid undesirable outcomes
such as collusion or excessive competition.

4.3 Bidding Lower Bounds

The cooperation enhances social welfare. However, it might
lead to collusion among bidding agents (e.g., to lower bid
prices together), which can reduce the revenue of the AFL
ecosystem. In the following, we describe how MARL-AFL
addresses such behaviors with Bidding Lower Bounds.

Taking into consideration that the Bidding Lower Bound
needs to be flexible to achieve satisfactory performance while
accommodating the budgets and utilities of different bidding
agents, we introduce a bar agent with policy 7; to set a per-
sonalized Bidding Lower Bound b; for each bidding agent
1 with policy ;. The observation of 7; is identical to that of
policy ;. Ateach time step ¢, the bar agents generate the Bid-
ding Lower Bounds {b;}?_,, while the bidding agents gener-
ate the bids {b;}? ;. Then, the bids {b;}}_; are submitted
to the auctioneer as the bid response while the lower bounds
{b;}_, are kept locally to restrict the minimum bidding lim-
it. After the payment p' is determined by the auctioneer and
rewards {r;}"_, are obtained, {r’***€"}"__ is reassigned ac-
cording to Eq. (7). Next, we employ an indicator function
zi = z(b;,b;) € {0,1} to determine if the bid generated by
the bidding agent is higher than the Bidding Lower Bound set
by the corresponding bar agent:

= 1 if b; > b;,
2(bibi) = {O: oth%rwisbe. (10)
Then, the rewards for 7; and 7; are
ri = z(b;, b;) rEeaSSign, (11)
and
7 = 2(bs, bi) x p'. (12)

The bidding agents and their corresponding bar agents are
trained adversarially at the same time: 7; is trained to opti-
mize the Bidding Lower Bound b; so as to raise the ecosys-
tem’s revenue, while 7; attempts to reduce the bid price to
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Algorithm 2 MARL-AFL
Initialize Q;(0;, b;; 0;) and Q;(0;, by; 0; ) and their target net-

works with parameters 9 <~ 6; and 9 «— 6;, for Vi €
[1 n]; the replay memory D, the max-episode, and train-
ing batch size m, the update frequency of target networks
C

1: for episode = 1 to max-episode do

2: fort=1toT do

3: for each agent i do

4 Compute b; according to e-greedy policy w.r.t Q;

5: Compute b; according to e-greedy policy w.r.t Q;
6: Submit b; to the auctioneer
7: end for
8: Obtain rewards {r +1,-- , 7, } and the payment p
9: Calculate r;"*"*" based on Eq. (7)
10: Obtain z; based on Eq. (10)
11: Obtain r; and 7; based on Eq. (11) and Eq. (12),
respectively
12: Store transition tuples of all agents in D
13: for each agent i do
14: Sample a random minibatch of m samples from
D
15: Yyi = i + ymaxy Q(o}, bj; 0, i)
16: Yi = T + 7 maxy Q(o, bl; 0; i)
17: Update 0, by minimizing > [(y; —
Qi(0i, bi; 9_)) ]
18: Update 6; by minimizing > [(4; —
Q (077 i ao )) ]_
19: 0; « 6;,0; < 6; every C episodes
20: end for
21:  end for
22: end for

set aside more budget when colluding with others. z(b;,b;)
ties these two disparate objectives together by enforcing the
Bidding Lower Bound b; generated by the bar agent to be the
highest lower bound of the bid b; output by the corresponding
bidding agent.

The detailed training process of the bidding agents and bar
agents of MARL-AFL is provided in Algorithm 2.

5 Experimental Evaluation

5.1 Experiment Setup

To evaluate the performance of MARL-AFL, we conduct
experiments based on six commonly used datasets in FL stud-
ies, including MNIST (http://yann.lecun.com/exdb/mnist/),
CIFAR-10 (https://www.cs.toronto.edu/kriz/cifar.html),
Fashion-MNIST (i.e., FMNIST) [Xiao et al., 2017],
EMNIST-digits (i.e., EMNIST-D), EMNIST-letters (i.e.,
EMNIST-L) [Cohen et al., 2017] and Kuzushiji-MNIST
(i.e., KMNIST) [Clanuwat et al., 2018]. In each experiment,
each data owner has a training set size that is determined
at random be between 1,000 and 10,000 samples. Both
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the test set and the validation set for each data consumer
include 2,000 samples. Following [Zhang et al., 20211,
tasks on MNIST, FMNIST, EMNIST-D and KMNIST are
processed by a base model with an input layer containing
784 nodes, a hidden layer containing 50 nodes and an output
layer containing 10 nodes. For tasks on EMNIST-L, the base
model is similar to the aforementioned network but with the
output layer having 26 nodes. The tasks on CIFAR-10 are
processed by the streamlined VGGI11 network [Simonyan
and Zisserman, 2015], where the number of convolutional
filters and the size of the hidden fully-connected layers are
{32,64,128,128,128,128,128, 128} and 128, respectively.

The proposed method utilizes fully connected neural net-
works with three hidden layers each containing 64 nodes to
generate bid prices for data owners on behalf of their respec-
tive data consumers. The action-value functions @; and Q);
are trained using a replay buffer D with a size of 5,000. Dur-
ing training, the agents explore the environment using an e-
greedy policy with an annealing rate from 1.0 to 0.05. To up-
date @;, 32 episodes uniformly sampled from D are used for
each training step, and @); is updated twice after each episode
to speed up convergence. The target networks of @); and @;
are updated once every 20 training episodes. We use RM-
Sprop with a learning rate of 0.0005 to train all neural net-
works, and set the discount factor y to 0.99 and the tempera-
ture hyperparameter 7 to 4. As discussed in Section 3, the bid
price bl of each agent 7 is determined based on observations
of the utility of each data owner. We adopt the utility evalua-
tion method in [Zhang et al., 2021] to compute the utility of
each data owner.

5.2 Comparison Approaches

We compare MARL-AFL with the following six state-of-
the-art bidding strategies experimentally:

1. Constant Bid (Const) [Zhang et al., 2014]: Each data
consumer offers the same bid for all data owners. The
bid value by each data consumer can differ.

2. Randomly Generated Bid (Rand) [Zhang et al., 2021;
Zhang et al., 2022b]: This strategy is commonly used in
AFL. Under this approach, each data consumer random-
ly generates a bid from a fixed range of values for each
bid request.

3. Below Max Utility Bid (Bmub): This approach is
adapted from bidding below max eCPC [Lee et al.,
2012] from the field of advertising. The utility of each
bid request from a data owner is set as the upper bound
of the bid values from data consumers. For each bid
request, the bid price is randomly generated within the
range of 0 and this upper bound.

4. Linear-Form Bid (Lin) [Perlich et al., 2012]: The bid
values generated by data consumers are directly propor-
tional to the estimated utility of the bid requests, which
can be formulated as %" (v}) = Ap; vl

5. Bidding Machine (BM) [Ren et al., 2017]: This ap-
proach is commonly used in the field of online adver-
tising, especially real-time bidding advertising. It maxi-
mizes the profit of one specific advertiser by jointly op-
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timising the click-through rate prediction, ad cost esti-
mation and the bidding strategy.

6. Reinforcement Learning-based Bid (RLB) [Cai ef al.,
2017]: This method treats the bid decision process in the
field of online advertising as a reinforcement learning
problem by adopting a Markov Decision Process frame-
work to learn the optimal bidding policy for one specific
advertiser to maximize the number of clicks on its ads.

As there is no public dataset related to AFL yet, in our ex-
periments, we track the behaviours of the agents over time
during the simulations to gradually accumulate such data.
Specifically, we create four settings, each of which contains
10,000 data owners and 120 data consumers. Data consumers
under each setting adopt one of the bidding strategies listed in
the Compared Approaches section. Under the first setting, the
percentage of data consumers adopting each of the six base-
line bidding methods is one sixth. Under the second and third
settings, considering that MARL-AFL is based on multi-
agent reinforcement, we set the percentage of data consumer-
s adopting the reinforcement learning-based baseline bidding
approach (i.e., RLB) higher than those adopting the other five
baselines, with 40 data consumers adopting RLB and 16 da-
ta consumers adopting each of the other five baselines under
the second setting; while 60 data consumers adopting RLB
and 12 data consumers adopting each of the other five base-
lines under the third setting. Considering that BM and RLB
are equipped with Al techniques similar to MARL-AFL, un-
der the fourth setting, data consumers adopting either of these
two bidding strategies account for one third of the total popu-
lation, while data consumers adopting each of the remaining
four baselines accounting for one twelfth of the total popula-
tion. We adopt the generalised second-price sealed-bid for-
ward auction mechanism.

In our experiments, data consumers assess the utility of
each data owner from the perspective of both the quantity and
the quality of local data resources, the latter of which is set to
be related to their IDs. Specifically, we first assign a sequen-
tial ID number to each data owner. Then, the data resources of
the data owners with IDs ranked in the first half of the popula-
tion are added with Gaussian noise, while those of the rest of
the data owners remain unchanged. Therefore, data resources
provided by the first half of the data owners are of low quality,
while those provided by the second half are of high quality.
Based on the estimated utility of the auctioned data resources,
each data consumer can join the auction process by submit-
ting a bid price calculated according to its bidding strategy.
After that, each data consumer utilizes the data resources it
obtained through the current auction to train its FL. model.
Then, based on the actual utility of each winning record ob-
tained after training the FL. model, each data consumer trains
its own utility estimation function following Algorithm 1.

To evaluate the effectiveness of the proposed MARL-
AFL, we create seven AFL ecosystems, each of which in-
cludes five data consumers (to support FL task reassignment)
and adopts the generalised-second price auction mechanis-
m to determine the winners and payments. Data consumers
from a given ecosystem adopt one of the aforementioned bid-
ding approaches to compete for the same pool of data owners.
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Method MNIST CIFAR-10 FMNIST EMNIST-D EMNIST-L KMNIST
SW Rev SW Rev SW Rev SW Rev SW Rev SW Rev
Const 2833 | 3757 | 568.6 | 648.1 | 284.6 | 3742 | 1023 | 5739 | 126.8 | 211.7 | 386.3 | 341.5
Rand 201.4 | 314.1 | 1783 | 5375 | 486.1 | 517.5 | 4004 | 279.5 94.8 1583 | 149.6 | 2163
Bmub 774.6 | 528.5 | 601.7 | 4333 | 8359 | 795.6 | 723.8 | 712.4 | 595.8 | 497.7 | 713.6 | 616.2
Lin 9282 | 669.8 | 7342 | 652.6 | 886.1 | 702.6 | 804.7 | 668.2 | 7454 | 5954 | 726.6 | 6844
BM 1,001.0 | 893.7 | 1,092.5 | 885.2 | 1,086.3 | 797.4 | 953.8 | 901.6 | 996.3 | 851.7 | 1,168.7 | 804.6
RLB 1,056.1 | 865.1 | 1,035.6 | 724.7 | 946.2 | 807.5 | 974.6 | 897.4 | 1,035.1 | 858.9 | 1,257.2 | 842.7
MARL-AFL | 1,094.7 | 903.3 | 1,204.2 | 857.8 | 1,300.4 | 855.8 | 1,131.1 | 887.9 | 1,245.2 | 901.6 | 1,295.2 | 873.8

Table 1: Auctioning performance comparison on different datasets. SW denotes the social welfare (the higher, the better), while Rev denotes

the revenue of the AFL ecosystem (the higher, the better).

Method MNIST CIFAR-10 FMNIST EMNIST-D | EMNIST-L KMNIST
IID | NIID | IID | NIID | IID | NIID | IID | NIID | IID | NIID | ID | NIID
Const 725 | 65.6 | 31.8 | 157 | 70.1 | 554 | 73.8 | 61.5 | 63.6 | 53.4 | 56.2 | 53.6
Rand 713 | 67.1 | 379 | 153 | 693 | 51.2 | 724 | 659 | 66.2 | 555 | 53.8 | 495
Bmub 78.6 | 70.5 | 40.6 | 20.1 | 719 | 63.0 | 74.1 | 72.2 | 70.7 | 64.8 | 57.2 | 52.8
Lin 78.7 | 72.8 | 43.1 | 195 | 727 | 66.7 | 789 | 71.6 | 71.8 | 64.2 | 62.9 | 58.3
BM 79.7 | 744 | 435 | 223 | 717 | 652 | 81.2 | 72.8 | 73.1 | 655 | 64.8 | 579
RLB 81.1 | 73.8 | 447 | 208 | 732 | 672 | 814 | 72.6 | 72.7 | 669 | 63.2 | 58.8
MARL-AFL | 83.6 | 753 | 46.2 | 249 | 749 | 67.8 | 82.8 | 745 | 752 | 68.3 | 66.8 | 61.2

Table 2: Test accuracy (%) comparison of the FL. models under IID and non-IID (denoted as NIID) settings.

5.3 Results and Discussion

Auctioning Performance

To assess the auctioning performance, the following two eval- 3.
uation metrics are adopted: 1) Social Welfare (SW), which is

the sum of the rewards for all data consumers; and 2) revenue

of the AFL ecosystem, which is formulated as the total pay-

ment during an experiment. The results are listed in Table 1.

We have the following observations:

1. MARL-AFL consistently achieves the best perfor-
mance in terms of SW. Compared with the best perform- 4.
ing baseline, MARL-AFL improves the SW of the AFL
ecosystem by 12.2% on average. On datasets CIFAR-10
and EMNIST-D, MARL-AFL slightly underperforms
BM in terms of revenue. However, compared to SW,
revenue is a less important metric as it can be signif-
icantly affected by the auctioning mechanism adopted.
In the other four datasets, the proposed MARL-AFL
approach outperforms all the baselines in terms of the
revenue, improving the revenue by 3.9% on average over 5
the best performing baseline.

2. Among these methods, Const and Rand perform the
worst due to random bidding as well as ignoring the
mutual influence among multiple data consumers. D-
ifferent from Const and Rand, the other five method-
s take the utility of data owners being auctioned into
consideration when bidding, making the bidding process
more evidence-based and effective. Under the gener-
alised second-price auction mechanism, where the bid-
der with the highest bid value wins the auction and pays
the second highest bid value, the payments from the win-
ning data consumer under these five methods are lower
than the winners’ bid prices, which are generated based
on the utility of the auctioned data owner. Therefore, as
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shown in Table 1, the SW values achieved by these five
methods are higher than their revenues.

Lin and Bmub outperform Const and Rand in general,
with Lin achieving better performance than Bmub. This
is because Bmub includes a degree of randomness in it-
s bidding process. Compared with Lin and Bmub, B-
M, RLB and MARL-AFL perform significantly better.
This can be attributed to the inclusion of machine learn-
ing and reinforcement learning frameworks.

It can be difficult to compare the performance of BM
and RLB in our experiments due to the differences in
their main design ideas. Specifically, BM jointly opti-
mizes click-through rate prediction (i.e., utility estima-
tion), cost estimation and the bidding strategy, while RL-
B adopts model-based reinforcement learning to model
the dynamics of the bidding process. They both perform
better compared to the other four baselines. However,
they underperform MARL-AFL in terms of SW.

. Both RLB and MARL-AFL are designed based on re-

inforcement learning. Yet, MARL-AFL outperforms
RLB. This can be attributed to the design of the objec-
tive functions of these two methods, as well as the solu-
tions to achieve these objectives. As mentioned before,
RLB was originally proposed to maximize the number
of clicks on ads for a given advertiser, (i.e., the utility
gained by a given data consumer in our case); where-
as MARL-AFL is designed to maximize the data con-
sumers’ utility, while preserving the SW of the FL e-
cosystem. To achieve these goals, MARL-AFL consists
of a specially designed cooperation-competition model-
ing module for establishing the cooperation and compe-
tition among bidding agents as well as the personalized
bidding lower bounds in order to mitigate potential col-
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lusion (which can significantly decrease the revenue and
SW of an AFL ecosystem).

FL Model Performance

Table 2 shows the test accuracy achieved by the FL. models
trained under different bidding approaches under both the IID
and non-IID settings.

It can be observed that MARL-AFL consistently achieves
the best performance. Specifically, compared to the best
performing baseline, the average test accuracy achieved by
MARL-AFL is 2.8% and 4.0% higher under IID and non-
IID settings, respectively. Compared to Const, Rand, Bmub
and Lin, data consumers under BM, RLB and MARL-AFL
bid more strategically in terms of attracting high quality da-
ta owners. Different from the baselines, MARL-AFL learns
bidding strategies for data consumers with the goal of coordi-
nating their bidding behaviors towards an equilibrium that en-
sures fairness towards all data consumers while maximizing
SW of the AFL ecosystem. In addition, it also guards against
collusion among data consumers to mitigate its negative im-
pact on the AFL ecosystem. The accuracy of the FL models
produced by all approaches on the CIFAR-10 dataset is gen-
erally lower than that on other datasets. This can be attributed
to the base model adopted for FL training. As mentioned in
Section 5.1, the accuracy reported in Table 2 is with regard
to the VGG11 network. Nevertheless, even with such a base
model, the proposed MARL-AFL approach still significant-
ly outperforms other baselines.

6 Conclusions and Future Work

This paper focuses on designing bidding strategies for da-
ta consumers in auction-based FL (AFL). We approach this
problem from the perspective of MASs with a novel multi-
objective cooperation-competition bid optimization formula-
tion. The proposed MARL-AFL approach helps data con-
sumers automatically generate bids for data owners with the
aim of maximizing the accumulated profit as well as produc-
ing high-performance FL models. MARL-AFL is equipped
with a temperature-based reward reassignment scheme to
flexibly adapt the trade-off between cooperation and compe-
tition among data consumers. In addition, to dissuade data
consumers from colluding to bid very low prices, we intro-
duce a bar agent for each bidding agent on behalf of a data
consumer to set the personalized bidding lower bound. To
the best of our knowledge, MARL-AFL is the first AFL ap-
proach to support multiple data consumers bidding for data
owners in a competitive AFL marketplace, while enabling an
individual data owner to join multiple FL tasks simultaneous-
ly if its local computational resources allow.

In the future, we will explore the effectiveness of MARL-
AFL under various budget settings. In addition, the dynamic
tuning of the temperature parameter is needed.
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