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Abstract
Anomaly subgraph detection is a vital task in var-
ious real applications. However, with the ad-
vancement of AI technology, it faces new chal-
lenges: 1) Anomaly features are often deeply hid-
den within large datasets, and 2) Anomaly detec-
tion approaches are required to unveil the mech-
anisms behind anomaly generation. Our study
focuses on detecting hidden anomaly subgraphs
within big data and offering improved explanations
for the root cause of anomalies by integrating multi-
domain datasets.

1 Introduction
Anomaly subgraph refers to a subset of nodes and edges
that exhibit unusual structural patterns or feature attributes
within a graph. Anomaly subgraph detection plays a cru-
cial role in various real-world applications, including social
networks, public security, financial risk management, health-
care, and more. Existing research on anomaly detection pri-
marily focuses on two fundamental aspects: the accuracy of
anomaly identification and the capability to explain detected
anomalies[Akoglu et al., 2015]. With the surge in numerous
Internet applications and the widespread adoption of big data,
anomaly detection faces new challenges: (1)Hidden anoma-
lous features. Attribute dimensions of nodes or edges in
datasets are continuously growing, which further complicates
the identification of anomalous features due to the curse of
dimensionality. The scarcity of anomalies compared to nor-
mal data in large datasets undermines the performance and
accuracy of anomaly detection models. Heterogeneity in data
from diverse fields poses a challenge to the limited adaptabil-
ity of anomaly detection models to varied data distributions.
Data quality defects such as missing values, noise, and er-
rors within large datasets can significantly impact the accu-
racy and stability of anomaly detection models. (2) Anomaly
explanation. Anomaly detection can facilitate the explana-
tion of the root cause of anomalies, especially when integrat-
ing multiple sources of data.

Due to variations in attribute values observed across multi-
source datasets, the same anomalous event is likely to mani-
fest differently in different network applications. In extreme
scenarios, anomalous features may not be discernible within

the target dataset; nonetheless, it is imperative to identify
anomalies in such datasets. For example, infrastructure or ge-
ographical network data may not contain attributes related to
criminal behavior. However, it remains essential to identify
activity trajectories and hot spots of criminal activity using
this dataset. Similarly, computer network traffic data may not
contain information about organized financial fraud gangs. In
certain scenarios, it’s essential to analyze the behavior of in-
dividual scammers within the dataset.

Traditional anomaly subgraph detection approaches often
utilize graph traversal techniques, e.g., [Wu et al., 2019;
Chen and Neill, 2014]. However, their computing perfor-
mance is often constrained when tasked with exploring large
datasets. Furthermore, none of them explicitly addresses the
absence of anomalous features within datasets. Recently,
most anomaly detection approaches based on deep learning
models have focused on detecting anomalies in large datasets
rather than specifically targeting anomalous subgraphs. Only
a few of these approaches address anomalous subgraph de-
tection explicitly[Ma et al., 2023; Zhang and Zhao, 2022].

Our research focuses on detecting implicit anomaly sub-
graphs within complex networks. We aim to address the
challenges posed by the lack of anomaly features in large
datasets during detection. This problem is referred to as “Im-
plicit Anomaly Subgraph Detection (IASD).” To address the
IASD problem, our methodology relies on multiple domain
datasets that incorporate auxiliary attributes to aid in the de-
tection process within the target dataset. Therefore, we con-
struct a complex network model from multiple large datasets,
capturing intricate relationships among entities within real-
world complex systems. We propose our novel anomaly-
alignment IASD research framework on two kinds of network
models: a multi-layer network and multiple networks to rep-
resent multiple domain data. One network or layer is derived
from the target dataset, devoid of anomaly features, while the
others originate from auxiliary attribute datasets that encom-
pass the anomaly features. In our anomaly-alignment IASD
framework, we integrate techniques for extracting anomalous
features, anomaly detection, and network alignment. Techni-
cally, we investigate both non-deep learning and deep learn-
ing techniques separately. In the realm of non-deep learning
techniques, we propose two algorithms: the Anomaly Sub-
graph Detection with Feature Transfer (ASDFT) algorithm,
which operates on a multi-layer network, and the Anomaly
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Alignment in attributed networks (AAAN) algorithm, which
operates on the multiple network model. Since our frame-
work fuses other auxiliary attributes and aligns them with
the target network, both ASDFT and AAAN exhibit excep-
tional performance in IASD as well as outstanding capabili-
ties for explaining anomalies. Furthermore, we are working
on IASD within large datasets utilizing deep learning tech-
niques. Our novel deep learning-based algorithm, Anomaly
Subgraph Detection through High-order Sample Contrastive
Learning (ASD-HC), has been proposed to implement IASD
on a single network model.

We will provide detailed descriptions of our work in Sec-
tion 2.

2 Contribution
2.1 Anomaly Subgraph Detection Within a

Multi-Layer Attributed Network
In [Sun et al., 2020], our approach integrates the anomaly
subgraph detection methods and the network alignment tech-
niques to design a feature transfer learning algorithm. We
construct a multi-layer attributed network model tailored for
multiple datasets. Our algorithm detects implicit anomaly
subgraphs within the target network layer, leveraging trans-
fer learning techniques to adapt features from the source
network-layer. This allows us to detect anomalies even in
cases where the target network-layer lacks anomalous fea-
tures. Our experiments, conducted on several real datasets,
demonstrate excellent performance in detecting anomalies
relevant to real-world applications. Additionally, we conduct
three case studies focusing on urban and area crime hotspot
detection, special group identification, and epidemic breakout
detection, all of which are pertinent to the implicit anomaly
subgraph detection scenario.

2.2 Anomaly Subgraph Detection Crossing
Multiple Attributed Networks

In [Sun et al., 2022], we investigate the detection of the im-
plicit connected anomaly subgraph by modeling multiple do-
main datasets. Our approach proposes a novel anomaly align-
ment diagram between two attributed networks: the auxiliary
network with insufficient anomalous features and the target
network with sufficient anomalous features. Extensive ex-
periments on three real-world datasets show the effectiveness
and efficiency of our algorithm. One of our case studies suc-
cessfully identifies the crime hotspots in terms of city blocks
from urban traffic networks, which are aligned with the crim-
inal events reported on social networks. Another scenario
involves detecting COVID-19 outbreaks using a geographi-
cal infrastructure dataset, with a traffic dataset from the same
period acting as the auxiliary network. This case illustrates
that population mobility plays a crucial role in the spread of
COVID-19, providing the explanation of anomaly generation.

2.3 Anomaly Subgraph Detection by High-Order
Sampling Contrastive Learning Model

In our third work, we focus on detecting the connected
anomaly subgraph using a deep learning model to address
the challenge posed by high-dimensional attributes in a large

dataset and the representation of subgraphs in a deep model.
Our approach comprises a novel high-order neighbor sam-
pling module, a GCN-based contrastive learning model de-
signed to extract anomalous features from a network with
high-dimensional attributes, and a sub-optimal procedure that
assesses the induced subgraph using Non-Parameter Graph
Scan statistics. The evaluation experiment demonstrates the
excellent performance of our approach when compared with
state-of-the-art baselines across five real benchmark datasets.
We further detect the maximum connected abnormal sub-
graph based on the obtained node’s anomaly features.

3 Future Works
Building upon previous research, we will further investigate
the deep learning algorithm for Implicit Anomaly Subgraph
Detection (IASD). To address the challenges presented by
multiple-domain big data and enhance our algorithm’s ability
to explain anomalies, we will expand our deep learning model
to incorporate network structures that integrate multi-domain
big data within our anomaly-alignment IASD research frame-
work.
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