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Can we learn the correlation between music audio and video?
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New research on cross-Modal Music Retrieval Between 

Audio and Video by Deep Attention Model
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In this poster, we will demonstrate how we extract a subset with the pairs of audio and video from YouTube-8M as music multimodal content-based dataset,
how we learn deep attention model to infer the position information of all chunk sequence and the temporal sequence property inside chunk, and how we use
multi-linear subspace learning as objective function to map the two modalities. Some preliminary results such as Recall@K (1, 5, 10, 20) show our proposed
deep attention model can be applied to cross-modal retrieval between music audio and video.
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Aiming at the cross-modal retrieval between music audio and video, we try to
exploit the temporal structure of audio and video signal, and learn a deep
sequential correlation model between them.
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Deep learning has successfully showed excellent performances in learning joint
representations between different data modalities. Unfortunately, little research
focuses on cross-modal correlation learning where temporal structures of
different data modalities such as audio and video should be taken into account.
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